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Abstract

We study the complexity of computing Boolean functions
using AND, OR and NOT gates. We show that a circuit of
depth d with S gates can be made to output a constant by
setting O(S1−ε(d)) (where ε(d) = 4−d) of its input values.
This implies a superlinear size lower bound for a large class
of functions. Using this, we obtain a function computable by
a uniform family of constant depth polynomial size circuits
that cannot be computed by constant depth circuits of linear
size. We give circuit constructions that show that the bound
O(S1−ε(d)) is near optimal.

We also study the complexity of computing threshold
functions. The function T n

r has the value 1 iff at least r of its
inputs have the value 1. We show that a circuit computing
T n

r has at least Ω(r2(log n)/ log r) gates, for r ≤ n1/3, im-
proving previous bounds. We also show a trade-off between
the number of gates and the number of wires in a threshold
circuit, namely, a circuit with G (< n/2) gates and W wires
computing T n

r satisfies W ≥ Ω(nr(log n)/(log(G/ log n))),
showing that it is not possible to simultaneously optimize
the number of gates and wires in a threshold circuit. Our
bounds for threshold functions are based on a combinatorial
lemma of independent interest.

1 Introduction

A fundamental goal of Boolean circuit complexity theory is
to obtain bounds on the size of circuits computing various
functions. A counting argument shows that most Boolean
functions are hard to compute, specifically, they require cir-
cuits of exponential size [21, 18](see [5], pp. 763, Theorem
2.4). However, this yields no information about the com-
plexity of explicit Boolean functions. Few techniques are
known that yield lower bounds for explicit functions in NP ,
and this is an important problem in circuit complexity. One
of the most succesful techniques for proving lower bounds
on the size of circuits is the method of random restrictions
[14, 23, 16]. The method consists of randomly setting the
value of a number of the inputs to a circuit and showing
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that the resulting circuit has a simple structure. In this pa-
per, we study a similar technique, deterministic restrictions,
that yields lower bounds in some situations when random re-
strictions fail. Here also, the basic technique is to set input
values and simplify the circuit, but the inputs to set are cho-
sen deterministically, based on the structure of the circuit.
As an application of the method, we obtain a separation be-
tween linear and superlinear size circuits of constant depth.
We also study the computation of threshold functions and
prove better size lower bounds for circuits computing small
threshold functions and lower bounds on the number of wires
in threshold circuits. We discuss the results in more detail.

Using the random restriction technique, it can be shown
(see [5], pp. 772, Corollary 3.7) that a circuit with S gates
of depth d can be made to output a constant by setting
the values of n − n/(O(log S))d inputs. Thus, any poly-
nomial size circuit can be made to output a constant by
setting n − n/polylog(n) inputs. This yields a superpoly-
nomial size lower bound for a constant depth circuit com-
puting any function that cannot be made constant by set-
ting n − n/polylog(n) input bits. However it does not say
anything about functions which can be made constant by
setting this many bits. We prove the following Restriction
Lemma: a circuit with S gates and depth d can be made to
output a constant by setting 5S1−ε(d) input values, where
ε(d) = 1/4d. Thus, for appropriate constants α, β, a cir-
cuit of constant depth with O(n1+α) gates can be made to
output a constant by setting O(n1−β) input values. This
yields a superlinear lower bound for any constant depth cir-
cuit computing a function that cannot be made constant by
setting O(n1−β) inputs. In other words, this allows us to
prove a superlinear lower bound for a much larger class of
functions.

H̊astad showed that PARITY cannot be computed by a
circuit of polynomial size and depth d for any fixed d [16].
Since any Boolean function can be computed by an explicit
depth two circuit of exponential size, the result can be in-
terpreted as saying that exponential size circuits are strictly
more powerful than polynomial, for constant depth. We
would also like to see such a separation between polynomial
sizes of diferent degrees, i.e. between nk and nk+1. Eric
Allender (personal communication) observed that using a
counting argument one can show that there exist functions
computable by depth two circuits of size nk+1 than cannot
be computed by circuits of size nk (of any depth). How-
ever, no explicit function with this property is known. We
consider this question for the case k = 1.

The class AC0 is the set of functions computable by uni-
form polynomial size circuits of constant depth. The class
LC0 is the set of functions computable by uniform linear size
circuits of constant depth [19, 20]. While LC0 appears to
be a severely restricted class, it turns out to contain surpris-
ingly complex functions. An open question posed in [19, 20]
is whether LC0 is properly contained in AC0.

We answer this question in the affirmative. A 1/4-approx-



imate selector is any function whose value is 0 if the number
of 1’s in the input is at most n/4, 1 if the number of 1’s
is at least 3n/4, and can be either 0 or 1 otherwise. Such
a function provides a rough estimate of the number of 1’s
and is extremely useful in parallel computation [19, 15, 10].
The existence of polynomial size constant depth circuits that
compute a 1/4-approximate selector function was shown in
[1, 3]. The construction used probabilistic arguments and
was nonuniform. Recently, Ajtai gave a uniform construc-
tion of an AC0 circuit to compute such a function [2]. It is
easy to see that a 1/4-approximate selector function cannot
be made constant by setting n/4 or fewer input bits. The
Restriction Lemma then implies a superlinear lower bound
on the number of gates in any constant depth circuit that
computes such a function. Thus, no approximate selector
function is in LC0. Thus, polynomial size uniform circuits
are strictly more powerful than linear, for constant depth
circuits.

We actually prove a size-depth tradeoff for a general class
of functions. The robustness of a function is the maximum
number of input bits that can be revealed to an adversary
without revealing the value of the function. In [22, 9], ro-
bustness was called everywhere-sensitivity. For example, the
robustness of PARITY is n− 1, of MAJORITY bn/2c, and
of a 1/4-approximate selector, n/4. The Restriction Lemma
implies that a circuit of depth d with S gates computing
a function of robustness R, has S = Ω(R1+ε(d)), where
ε(d) = 1/4d. Thus, a depth d circuit for a 1/4-aproximate

selector has size Ω(n1+ε(d)). The lower bound is optimal
upto the value of ε(d). We give uniform, constructions of
circuits of depth O(d), computing a 1/4-approximate selec-

tor, with O(n1+δ(d)) where δ(d) = 1/2d. Thus, a linear size
1/4-approximate selector circuit has depth Θ(log log n).

The threshold function T n
r assumes the value 1 iff at least

r of its input bits have value 1. It follows from the lower
bounds in [16], that if r = (log n)ω(1), then T n

r is not in AC0.
It was shown by Denenberg et al. that for r = (log n)k for
constant k, T n

r is in AC0 [11]. Subsequently, constructions
using fewer gates were given and finally it was shown that
for these values of r, T n

r is in LC0 [20, 17]. In [17], circuits

of depth d for T n
r are constructed using 2O(r1/d) log n gates.

The lower bound in [16] implies that a depth d circuit for

T n
r requires 2Ω(r1/d) gates. For unbounded depth circuits,

[17] showed that a circuit for T n
r requires r gates. For small

values of r, there is a large gap between the upper and lower
bounds, in particular, the lower bounds do not even depend
on n. We show that any circuit computing T n

r , for 2 ≤
r < n1/3, must have Ω(r2(log n)/ log r) gates. The lower
bound holds for circuits without any restriction on depth,
and for small values of r, considerably improves the previous
bounds, both for bounded and unbounded depth circuits.

While the number of gates has been extensively studied
as a resource in circuit complexity, much less attention has
been given to wires [7]. There is often a trade-off between
gates and wires. T n

r can be computed by a circuit with
O(n) gates and wires. On the other hand, for small values
of r, the optimal number of gates is much less. The con-
structions in [17] and [20] use fewer gates (o(n)) but more
wires (O(n(r log n)2) and O(nr4 log n) wires respectively).
For constant r, the results of Friedman imply T n

r circuits
with O(log n) gates and O(n log n) wires [13]. In particu-
lar, is it possible to simultaneously optimize the number of
gates and the number of wires? We give a partial answer

to this question, by showing that a circuit with G (< n/2)

gates and W wires computing T n
r , for 2 ≤ r ≤ n1/3 sat-

isfies W ≥ Ω(nr ln n/ ln(G/ ln n)) Thus, it is not possible
to simultaneously achieve a sublinear number of gates and
a linear number of wires, when r is not constant. In par-
ticular, this gives tight bounds on complexity of constant
threshold functions.

Our lower bounds for threshold functions are based on
a combinatorial lemma of independent interest. A family
of sets is k-cover-free if no set is contained in the union
of k others. Suppose we are given a k-cover-free system
of n subsets of a set X. What is the minimum possible
cardinality of X? Erdős, Frankl and Füredi [12] showed
that |X| ≥ Ω(k log n). We improve this bound and show
that |X| ≥ Ω(k2 log n/ log k).

2 Definitions

The model of computation we consider is unbounded fan-in
and fan-out circuits with AND, OR and NOT gates. A cir-
cuit is modelled by a DAG in which each vertex of indegree
greater than 0 is labelled by one of AND, OR, NOT. We
refer to the vertices as gates and the edges as wires. There
are n vertices, x1, . . . , xn, of indegree 0, called input gates,
which correspond to the input variables, and one vertex of
outdegree 0, called the output gate.

The level of a gate, g, is the length of the longest path
from an input gate to g.

By fixing or setting an input variable, we mean assigning
it a value in {0, 1}. A partial input is an input in which
some of the input variables are fixed. Given a partial input,
by admissible inputs, we mean the set of inputs consistent
with the partial input (i.e. those inputs which agree with
the partial input on its fixed variables).

We say a gate or a wire in the circuit is fixed by a partial
input if, over all admissible inputs, the gate output or the
value carried by the wire has the same value. A gate or wire
that is not fixed is called free, as is an input variable whose
value is not set.

We define the notions of indegree and outdegree of gates
in the context of a partial input. Given a partial input, the
indegree of a gate g is 0 if it is fixed by th partial input;
otherwise it is the number of free gates feeding into g. The
outdegree of a gate g is 0 if it is fixed by the partial input;
otherwise, it is the number of free gates that g feeds into.

Say an input variable influences a gate, g, if there is a
path from the input gate to g passing through only free gates
and wires. It is not hard to see that whenever all the inputs
that influence a gate are fixed, the gate is also fixed. Define
δ(g) to be the set of variables that influence gate g. (Note
that influence and δ(g) are defined with respect to a partial
input.)

We say a function has robustness r if it is not possible
to fix less than or equal to r of its input bits and fix the
value of the function. An equivalent definition considers the
function, f , as giving a 2-colouring of the vertices of the
boolean cube {0, 1}n, i.e. for x ∈ {0, 1}n, the colour of the
vertex x is f(x). If the largest monochromatic subcube has
dimension d, then the robustness of the function is n− d.



3 Small size, small depth circuits

In this section, we obtain a bound on the number of inputs
that need to be fixed in order to make a circuit output a
constant value. In the course of our proof, we will fix input
variables so that for the resulting partial input the indegree
and outdegree of gates are small.

Definition 3.1 (Regular Circuits) Let d and M be pos-
itive integers. Let d0 = 1, d1 = d and di+1 = d4

i . A circuit
C is (d, M)-regular if

(a) the indegree of every gate at level i is at most di; and

(b) the outdegree of every gate g at level i is at most M ·
δ(g).

If with respect to a partial input σ, the circuit C satisfies
conditions (a) and (b) above, then we say that C|σ is (d, M)-
regular. (C|σ is the circuit obtained by applying the partial
input to C.)

Suppose C is a circuit of depth k. Let the size of C be
S (including the input gates). We wish to obtain a partial
input σ so that C|σ is (d, M)-regular. To do this, we set some
input variables carefully so that gates with high indegree or
outdegree are eliminated. The method for setting the input
variables is described in the procedures below. Let d ≥ 2,
M and d0, d1, . . . be as in Definition 3.1.

FixIndegree(i) Repeat as long as there is a free gate g in
level i with indegree more than di. Since g is free,
there must be a free gate g′ at some lower level that
feeds into g. Fix g′ so that g is fixed. That is if g is
an OR then fix g′ at 1 and if g is an AND then fix g′

is at 0. For this, we need to set at most δ(g′) input
variables.

FixOutdegree(i) Repeat as long as there is a free gate g in
level i with outdegree(g) > M ·δ(g). If at least half the
gates that g feeds into are ORs then fix g at value 1 by
suitably setting the δ(g) input variables that influence
g; otherwise, fix g at value 0 by setting the δ(g) input
variables suitably. Note that the number of gates fixed
in this step is at least M/2 times the number of input
variables set.

To obtain the required partial input, we start with the
partial input with no input variables set, and refine it suc-
cessively by applying the operations FixIndegree and Fix-
Outdegree in the order FixOutdegree(0), FixIndegree(1), Fix-
Outdegree(1), FixIndegree(2), . . . , FixIndegree(k). Let the
partial input obtained using this process be σ(d, M).

Claim 3.1 C|σ(d,M) is (d, M)-regular.

Proof. Immediate from the definitions of FixIndegree and
FixOutdegree. Details omitted.

Claim 3.2 The number of inputs set during calls to Fix-
Outdegree is at most 2S/M .

Proof. The number of gates fixed is at least M/2 times the
number of input variables set. Since there are only S gates
in all, we set at most 2S/M inputs.

Claim 3.3 The number of inputs set during calls to Fix-
Indegree is at most 2SM/d.

Proof. FixIndegree(i) is invoked after FixIndegree(1), Fix-
Indegree(2), . . ., FixIndegree(i − 1). This ensures that the
indegrees of all gates at levels j less than i are at most dj .
Thus δ(h) ≤ d1d2 . . . di−1, for gates at h at levels less than
i. It follows that the number of input variables set while
fixing any gate at level i is at most d1d2 . . . di−1.

Since, FixIndegree(i) is invoked after FixOutdegree(0), . . .,
FixOutdegree(i−1), the outdegree of any gate in levels j less
than i is at most M · (d1d2 . . . di−1). Since there are at most
S gates in these levels, the number of gates in level i with
degree more than di is at most SM(d1d2 . . . di−1)/di.

Thus, the number of variables set during FixIndegree(i)
is at most

SM(d1d2 . . . di−1)
2/di.

Summing over all levels i, we get that the total number of
input variables set is at most

SM

k∑
i=1

(d1d2 . . . di−1)
2

di
.

Using the conditions d1 ≥ 2 and di+1 = d4
i , it can be verified

that (d1d2 . . . di−1)
2/di ≤ 1/(2i−1d); thus the sum above is

bounded by

SM

d

k∑
i=1

2−i+1 ≤ 2SM

d
.

We can now prove the main result of this section.

Lemma 3.1 (Restriction Lemma) Let C be a circuit of size
S and depth k. Then there exists a partial input ρ which sets
at most 5S1−ε(k) inputs, where ε(k) = 4−k, such that C|ρ is
a constant.

Proof. Let d = S2ε(k) and M = Sε(k). By the Claim 3.1
above, C|σ(d,M) is (d, M)-regular. Now, we may fix the out-
put of C|σ(d,M) by fixing at most d1d2 . . . dk−1 additional
inputs. It can be verified that

d1d2 . . . dk−1 ≤ dk = d4k−1
≤ S1/2 ≤ S1−ε(k).

[if k = 0 then S = 1.] Hence, by setting at most (using
Claims 3.2 and 3.3 to bound the number of variables set in
σ(d, M))

2S

M
+

2SM

d
+ S1−ε(k) = 5S1−ε(k)

input variables, we have obtained the partial input ρ that
fixes C to a constant.

Clearly, if a circuit of depth k with S gates computes
a function of robustness R, then 5S1−ε(k) ≤ R, because
otherwise, the function can be made constant by setting
less than R inputs, a contradiction. This proves

Theorem 3.1 If a circuit of depth k with S gates computes
a function of robustness at least R, then

S ≥ 1

10
R

1+ 1
4k .

The following is now easy.

Corollary 3.1 LC0 ⊂ AC0.



Proof. Consider a 1/4-approximate selector function. Sup-
pose we could fix less than n/4 inputs and fix the value of
the function to 0. By setting the remaining bits to 1, we
have an input with more than 3n/4 1’s but the value of the
function is 0, a contradiction. A dual argument applies when
the function is fixed to 1. Hence, the robustness of the func-
tion is at least n/4. By Theorem 3.1, any constant depth
circuit computing a 1/4-approximate selector function has
superlinear size. Thus all such functions do not belong to
LC0. Since, by [2], there is such a function in AC0, the
claim is proved.

4 Upper bounds for approximate selectors

We describe a circuit that computes a 1/4-approximate se-
lector function. Note that it is enough to construct an ap-
proximate addition circuit, i.e. one that takes n bits as in-
put, and computes log n bits representing an integer, satis-
fying the following condition: If S is the integer represented
by the output bits and E is the sum of the input bits, then
E−n/4 ≤ S ≤ E +n/4. It is not hard to verify that a func-
tion which outputs 0 when S < n/2 and 1 when S ≥ n/2
computes a 1/4-approximate selector. Thus we can simply
output the high order bit of S.The rest of this section de-
scribes the construction of an approximate addition circuit.

Ajtai [2] describes a circuit of constant depth with a
polynomial number of gates that behaves as follows: The
inputs are x1, . . . , xn, r1, . . . , rlog n. The circuit outputs 0 if∑

xi < r(1− 1/(log n)2) and 1 if
∑

xi > r(1 + 1/(log n)2),
where r is the number between 1 and n represented by the
bits r1, . . . , rlog n. Construct a circuit by placing n copies
of the above circuit in parallel, each recieving the same
inputs x1, . . . , xn, but with the ith copy using the value
r = i. Let yi be the output of the ith circuit. Let zi =
yi ∧ ¬(yi−1 ∨ . . . ∨ y1). Then, zi is 1 iff i is the small-
est value of r for which the circuits computed 1. It fol-
lows that the zi’s are a unary representation of a number, s
such that

∑
xi(1− 1/(log n)2) < s ≤

∑
xi(1 + 1/(log n)2).

Convert this into the binary representation of the number.
A polynomial size, constant depth circuit for unary to bi-
nary conversion is given in [8]. For numbers a1, . . . , an, de-
fine an ε-approximate sum to be any number, r, satisfying
(1 + ε)

∑n

i=1
ai ≥ r ≥ (1 − ε)

∑n

i=1
ai. Then, the above

discussion proves

Lemma 4.1 We can construct circuits of polynomial size
and constant depth with n inputs x1, . . . , xn and n outputs
y1, . . . , ylog n such that

n∑
i=1

xi(1− 1/(log n)2) < s ≤
n∑

i=1

xi(1 + 1/(log n)2),

where s is the integer between 1 and n represented by the
bits y1, . . . , ylog n.

We call the circuits constructed above approximate bit
addition circuits.

In [8], it is shown how to construct a circuit that adds
m q-bit numbers using a polynomial number of subcircuits
that compute exact bit addition. This construction has the
property that if each of the subcircuits used has polynomial
size and constant depth, then so does the whole circuit. The
construction has two stages. Let A1, . . . , Am be the numbers

to be added. Let S denote the sum of these numbers. The
first stage produces log m numbers B1, . . . , Blog m, each of

q + log m bits, such that
∑log m

i=1
Bi = S. This stage uses

exact bit addition subcircuits that add m bits and produced
their log m-bit sum. The second stage computes S from
B1, . . . , Blog m. This stage uses subcircuits that add at most
log m bits and produce their sum. Since there exist circuits
of size polynomial in m and constant depth that add log m
bits, we can implement this stage exactly as in [8].

Our construction replaces each of the exact bit addition
subcircuits in the first stage by an approximate bit addition
circuit from Lemma 4.1. This will produce log m numbers
C1, . . . , Clog m such that

S(1 +
1

(log m)2
) ≥

log m∑
i=1

Ci ≥ S(1− 1

(log m)2
).

The second stage then computes the sum of the Bi’s. We
give the details of the first stage.

Let ai,q, . . . , ai,1 be the binary representation of Ai. Let
Sj =

∑m

i=1
ai,j . Note that Sj can be represented in log m

bits. Define

Bi =

bq/ log mc∑
j=0

Si+j log m2i+j log m

for 1 ≤ i ≤ log m. Notice that computing Bi corresponds
to “packing” every (log m)th Sj (starting with the ith) into
a single word, and can be done in constant depth. Clearly,∑log m

i=1
Bi =

∑m

j=1
Aj .

In our construction, we use the approximate bit addi-
tion circuits from Lemma 4.1 with inputs a1,j , . . . , am,j to
produce a log m bit number Rj , for each j, such that

Sj(1 +
1

(log m)2
) ≥ Rj ≥ Sj(1 +

1

(log m)2
).

We then compute

Ci =

bq/ log mc∑
j=0

Ri+j log m2i+j log m

by packing the appropriate values into single words. Because
of the bounds on Rj in terms of Sj , it follows that Bi(1 +
1/(log m)2) ≥ Ci ≥ Bi(1 − 1/(log m)2). Summing up these
inequalities for each j yields

Lemma 4.2 We can construct polynomial size (in m), con-
stant depth circuits to compute the 1/(log m)2-approximate
sum of m numbers of q bits each, q ≤ m.

Let the circuits in the previous lemma have depth d and
size m1+c for some constant c. Write f(m, i, ε(m, i)) for
the minimum size circuit of depth id that computes the
ε(m, i)-approximate sum of m numbers. Given such circuits
of depth id, we can construct circuits of depth (i + 1)d as
follows: Divide the input numbers into a groups, each of
m/a numbers. Compute the approximate sums of each of
the groups using circuits of depth id. Compute the approx-
imate sum of the sums computed using the circuit of the
previous lemma. Then, we have

f(m, i + 1, ε(m, i + 1)) ≤ af(m/a, i, ε(m/a, i)) + a1+c



By choosing a such that a(m/a)1+c/i = a1+c, we can show,

by induction, that f(m, i) ≤ m1+c/i. Since the first phase
computes ε(m/a, i)-approximate sums and the second phase
1/(log m)2-approximate sums, we have

1 + ε(m, i + 1) ≤ [1 + ε(m, i)][1 +
1

(log m)2
]

from which ε(m, i) ≤ 3i/(log m)2 can be proved by induc-
tion. Thus, f(m, c, 3c/(log m)2) ≤ m2. Note that the circuit
has depth cd, a constant.

Write g(m, i, δ(m, i)) for the smallest circuit of depth
icd computing a δ(m, i)-approximate sum. Then we have
g(m, 1, 3c/(log m)2) ≤ m2. Call this the basic circuit. We
construct circuits of depth (i + 1)cd, given circuits of depth
icd as before, except that we now choose the size of each
group to be

√
m and use the basic circuit to compute the

sums of the groups. The recurrence relation for the sizes is

g(m, i + 1, δ(m, i + 1)) ≤
√

mg(
√

m, i, δ(
√

m, i)) + (
√

m)2

It can be shown, by induction, that g(m, i) ≤ m1+1/2i−1
+

(i− 1)m. As before, it can be shown that

δ(m, i) ≤ 3i+c/(log m)2,

which is at most 1/4 whenever i ≤ log log m with m suffi-
ciently large.

Given n bits and a depth k, we can compute, in k stages,
the sums of disjoint groups of bits of size 2k, by using pair-
wise addition. A circuit for pairwise addition with constant
depth and a linear number of gates is given in [6]. Then
we can use the circuit of depth kcd described above with
m = n/2k, to compute the approximate sum of the bits.
The discussion above gives us the following

Theorem 4.1 For any k ≤ log log n, we can construct a

1/4-approximate selector of depth O(k) with O(n1+1/2k−1
)

gates. Thus selecting k = log log n yields a circuit with O(n)
gates and O(log log n) depth.

5 k-cover-free systems

In this section, we prove bounds on the size of certain set
systems. The bounds we prove will be used in proving lower
bounds for threshold circuits.

A family of sets F is k-cover-free if F0 6⊆ F1 ∪ . . . ∪ Fk

for all F0, . . . ,Fk ∈ F (Fi 6= F0 if i 6= 0). Let fk(m) denote

the maximum cardinality of a k-cover-free family F ⊆ 2[m].
Erdős, Frankl and Füredi [12, Theorem 3.1] showed that(

1 +
1

4k2

)m

< fk(m) < exp(
(1 + o(1))m

k
). (1)

In our application, we will be given a k-cover-free family
F of cardinality n and will need a lower bound on m =
|
⋃

F∈F F |. The second inequality in (1) gives m = Ω(k ln n).

We improve this bound and show that m = Ω(k2 ln n/ ln k).
In other words, we strengthen the second inequality in (1)
to fk(m) = exp(O(m ln k/k2)).

Assume that k is a large number and n ≥ k3. We say
that F is an (n, k)-family if |F| ≥ n and F is k-cover-free.
Let m(F) = |

⋃
F∈F F |.

Lemma 5.1 Let F be a (n, r)-family such that m(F) ≤
2n/3. Then there is a set in F of size at least

r ln n

20 ln(m(F)/ ln n)
.

Proof. Since m(F) ≤ 2n/3, at most 2n/3 sets have a private
element (an element not in any other set in the family).
Then, every other sets in F has at least r + 1 elements.
Let F ′ be the family of these at least n/3 sets that do not
have any private element (with respect ot F). Then F ′ is a
(n/3, r)-family, where each set has at least r + 1 elements.

For each set F ∈ F ′ there is a subset SF of size d|F |/re
that is not included in any other set in the family F (for
otherwise we could cover F by writing it as a union of r
such sets). Then, the family of sets S = {SF : F ∈ F ′}
is an (n/3, 1)-family. Let t be the size of the largest set in
F ′. Then the size of largest set in S is at most dt/re. Since
t ≥ r +1, we have dt/re ≤ 2t/r. Since there are n sets in F ,
we have m(F) ≥ log n.

If 2t/r ≥ m(F)/2, then the lemma follows easily.
Otherwise, using the LYM inequality [4, page 11], we

have(
em(F)

2t/r

)2t/r

≥
(

em(F)

dt/re

)dt/re

≥
(

m(F)

dt/re

)
≥ n/3.

To justify the first inequality, note that (a/x)x is an increas-
ing function of x, whenever a ≥ ex.

To complete the proof, we need to show that(
em

u

)u

≥ n/3 =⇒ u ≥ ln n

10 ln(m/ ln n)
.

That is,

u ln
(

em

u

)
≥ ln(n/3) =⇒ u ≥ ln n

10 ln(m/ ln n)
. (2)

Suppose

u <
ln n

10 ln(m/ ln n)
.

Then the leftmost quantity in (2) is at most

ln n

10 ln(m/ ln n)
· ln

[
10em ln(m/ ln n)

ln n

]
.

That is,

ln n

10 ln(m/ ln n)
· [ln (m/ ln n) + ln 10e + ln ln(m/ ln n)] .

We shall show that this quantity is less than 0.9 ln n (we
assume n is large). That would contradict the left hand
side of (2). Note that m ≥ log n ≥ 1.442 ln n, because the
universe must be big enough to accommodate n sets.

Case 1: Suppose ln(m/ ln n) ≥ (ln 10e)/7. Then this quan-
tity is at most

ln n

10

[
1 + 7 +

ln ln(m/ ln n)

ln(m/ ln n)

]
.

And the claim is correct since the last term inside the brack-
ets is less than 1.



Case 2: Suppose ln(m/ ln n) < (ln 10e)/7 < 3.303. Thus,

ln ln(m/ ln n) < ln((ln 10e)/7) < −0.75.

Then the quantity is at most

ln n

10

[
1 +

3.303− 0.75

ln(m/ ln n)

]
.

Since m ≥ 1.442 ln n, and (3.303 − 0.75)/ ln 1.442 < 7, this
quantity is less than 0.8 ln n.

Lemma 5.2 Let r > 1 and F be a (n, r)-family such that
m(F) ≤ n/2. Then the sum of the sizes of the sets in F is
at least

nr ln n

50 ln m(F)/ ln n
.

Proof. Consider the n/4 largest sets in F . It follows from
Lemma 5.1 that they each have size at least

r ln n′

10 ln(m(F)/ ln n′)
,

where n′ = 3n/4. The lemma follows from this.

Theorem 5.1 If F is an (n, k)-family then m(F) ≥ k2 ln n

100 ln k
.

Proof. We construct a sequence of family of sets F1 =
F , . . . ,Fk/2 and a sequence of sets F1, . . . , Fk/2 as follows.
Fi will be the set in Fi of the largest size and

Fi+1 = {F − Fi : F ∈ Fi and F 6= Fi}.

It can be verified that each Fi is an (n − k/2, k/2)-family.
Hence, by Lemma 5.1 (we may assume that m(Fi) ≤ k2 ln n),

|Fi| ≥
(k/2) ln(n− k/2)

20 ln k
.

Thus,

m(F) ≥
k/2⋃
i=1

|Fi| ≥
k

2
· (k/2) ln(n− k/2)

20 ln k
.

The theorem follows from this.

Corollary 5.1 fk(m) = exp(O(m ln k/k2)).

6 Threshold Circuits

In this section we prove lower bounds on the number of gates
in a circuit computing T n

k , and show a tradeoff between the
number of gates and the number of wires in such a circuit.
For both the above bounds, we use the following property of
threshold functions. The value of the function is critically
dependent on every input variable, in the sense that, for
each variable, there is an input in which the value of the
function changes when the value of that input is changed.
Therefore, in the circuit, one cannot block the effect of any
input variable on the output by fixing a small number of
input variables. This implies that the family of sets formed
by the gates connected to each input is a k-cover-free system.

The following lemma is folklore, and easy to prove. The
proof is omitted from this abstract.

Lemma 6.1 Any circuit C, may be converted into a circuit
C′, in which the negations are connected to only input gates.
The number of gates in C′ is at most twice the number of
gates in C.

Theorem 6.1 A circuit computing T n
k , with k ≤ n1/3 has

Ω(k2(ln n)/ ln k) gates.

Proof. By Lemma 6.1, we may assume that all the nega-
tions in the circuit are connected to the input gates. Let g
be the number of gates in the circuit. If any AND (respec-
tively, OR) gate is connected to a non-negated (respectively,
negated) input gate, then set this input to 0. This ensures
that this gate outputs a constant value, and we may delete
it from the circuit. Repeat this until no remaining AND
gates is connected to a non-negated input and no remaining
OR gate is connected to a non-negated input.

The number of inputs whose values have been set is at
most g, since each time an input is set to a fixed value, a
gate is deleted from the circuit. If g ≥ n/2 then the theorem
holds. Otherwise, set an additional n/2 − g inputs to 0.

The circuit now computes T
n/2
k and satisfies the conditions

above.
Let x1, . . . , xm, m = n/2, be the inputs to the circuit

and let Si be the set of gates that input xi is connected to,
either directly, or through one negation. Suppose there is
a set S1 that is contained in the union of S2, . . . , Sk. Then
set inputs x2, . . . , xk to 1. Now, all the gates in the union of
S2, . . . , Sk output a constant, because all the AND gates are
connected to only negated inputs and all the OR gates to
only non-negated inputs. Thus, the gates in S1 all output
a constant, therefore the output of the circuit is indepen-
dent of the value of x1. However, the circuit must compute
T m−k+1

1 , and hence should depend on the values of all inputs
except x2, . . . , xk, which is a contradiction.

Hence, the collection of sets S1, . . . , Sm satisfies the con-
dition that no set is contained in the union of k − 1 other
sets. Applying Theorem 5.1 now yields the desired result.

Theorem 6.2 If a circuit with W wires and G (< n/2)
gates computes T n

k , then

W ≥ nk ln n

100 ln(G/ ln n)

Proof. As in the previous theorem, we may assume that
there are m = n/2 input variables x1, . . . , xm, such that xi

is connected to the set of gates Si and that the sets Si form
a k − 1-cover-free system. Since the number of wires in the
circuit is at least the sum of the cardinalities of the Si’s,
applying Lemma 5.2 yields the claimed bounds.

7 Remarks

We have shown that uniform constant depth circuits with n2

gates are more powerful than constant depth circuits with
O(n) gates. It would be interesting to show that for each
k ≥ 1, uniform constant depth circuits with nk+1 gates are
more powerful than those with O(nk) gates. However, in
order to do this, it seems new techniques are necessary.

It was conjectured that polylog threshold functions are
candidate functions to separate AC0 and LC0, but this was



shown to be false [20]. WLC0 is the class of functions that
have circuits of constant depth with a linear number of wires.
Addition of two n bit numbers is known to be in LC0 but
not in WLC0. There is no single output function known
that separates LC0 and WLC0. We conjecture that polylog
threshold functions are not in WLC0.

The bounds of [16] yield a lower bound of 2k1/d

for T n
k

and we prove a lower bound of (k2/ log k) log n. It would be
nice to combine the two bounds and prove a lower bound of

2k1/d

log n.
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