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Abstract

We prove a theorem about the relative entropy of quan-
tum states, which roughly states that if the relative entropy,

S(ρ‖σ) ∆= Tr ρ(log ρ− log σ), of two quantum statesρ and
σ is at mostc,

thenρ/2O(c) ‘sits inside’ σ. Using this ‘substate’ the-
orem, we give tight lower bounds for the privacy loss of
bounded error quantum communication protocols for the
index function problem. We also give tight lower bounds for
the k-round bounded error quantum communication com-
plexity of the pointer chasing chasing problem, when the
wrong player starts, and all thelog n bits of thekth pointer
are desired.

1 Introduction

The main contribution of this paper is a theorem, called
Substate Theorem, about relative entropy; it states, roughly,

that if the relative entropy,S(ρ‖σ) ∆= Tr ρ(log ρ−log σ), of
two quantum statesρ andσ is at mostc, thenρ/2O(c) sits in-
sideσ. This implies, for example, that if some event occurs
in ρ with probability p, then it occurs inσ with probabil-
ity at leastp/2O(c/p). We shall present below two natural
problems in whose solution this result plays a crucial part.
First, let us motivate the substate theorem by considering its
classical analog. LetP andQ be probability distributions
on the set[n] with relative entropy bounded byc, that is

S(P‖Q) ∆=
∑
i∈[n]

P (i) log2

P (i)
Q(i)

≤ c. (1)

When c � 1, this implies thatP and Q are close
to each other; indeed, one can show that (see [CT91,
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Lemma 12.6.1])

‖P −Q‖t
∆=

∑
i∈[n]

|P (i)−Q(i)| ≤
√

(2 ln 2)c. (2)

That is, the probability of an eventE ⊆ [n] in P is close to
its probability inQ: |P (E)−Q(E)| ≤

√
(c ln 2)/2. We are,

however, concerned with the situation whenc � 1. In that
case, (2) becomes weak: we cannot even infer from it that
an eventE with probability3/4 in P has positive probability
in Q. But is it true that whenS(P‖Q) < +∞ P (E) > 0,
thenQ(E) > 0? Yes! To see this, let us reinterpret the
expression in (1) as the expectation oflogP (i)/Q(i) as i
is chosen according toP . Thus, one is lead to believe that
if S(P‖Q) ≤ c < +∞, then logP (i)/Q(i) is typically
bounded byc, that is,P (i)/Q(i) is typically bounded by
2c. One can formalise this intuition and show, for allr > 1,

Pr
i∈P

[
P (i)
Q(i)

≥ 2r(c+1)

]
≤ 1
r
.

Let Good
∆= {i : P (i)/2rc ≤ Q(i)}, P ′(i) ∆= P (i | i ∈

Good). That is inP ′ we just discard the bad values ofi, and
normalise. Now, r−1

r2r(c+1)P
′ is dominated byQ everywhere.

We have thus proved the following.

Proposition 1 If S(P‖Q) ≤ c, then for all r > 1, there
exists a distributionP ′ such that|P − P ′|1 ≤ 2

r andQ =
αP ′ +(1−α)P ′′, whereP ′′ is some other distribution and
α = 2−O(rc).

Let us return to our eventE that occurred with some small
probability p in P . Now, if we taker to be2/p, thenE
occurs with probability at leastp/2 in P ′, and hence appears
with probabilityp/2O(rc) in Q . Thus, we have shown that
even thoughP andQ are far apart as distributions, events
that have positive probability (no matter how small) inP ,
continue to have positive probability inQ.

The main contribution of this paper is a quantum analog
of Proposition 1.

Result 1 (Substate Theorem) Supposeρ andσ are quan-
tum states withS(ρ‖σ) ≤ c. Then, for allr > 1, there



are statesρ′ and ρ′′ such that‖ρ− ρ′‖t ≤ 4/
√
r and

σ = αρ′ + (1− α)ρ′′, whereα = 2O(rc).
(This has been stated here in a form that brings out the anal-
ogy with the classical statement above. In Section 3, we
have a more nuanced statement which is better suited for
our applications.)

1.1 The pointer chasing problem

Our first application of the Substate Theorem concerns
the pointer chasing problem in two-party communication
complexity.

Let VA and VB be disjoint subsets of sizen.
PlayerA is given a functionFA : VA → VB and
playerB is given a functionFB : VB → VA.
Let F = FA ∪ FB . There is a fixed vertexs in
VB . A andB need to communicate to determine
t = F (k+1)(s), wherek ands are known to both
parties in advance.

If B starts the communication, then there is a straightfor-
ward classical deterministic protocol where one of the play-
ers can determinet afterk messages oflog n bits have been
exchanged. It appears much harder, however, to solve the
problem efficiently withk messages, whenA is required to
send the first message. We refer to this as the pointer chas-
ing problemPk.

Background: The pointer chasing problem has been
studied a lot in the past to show rounds versus commu-
nication tradeoffs in classical communication complexity.
Nisan and Wigderson [NW93] showed (following some ear-
lier results of Papadimitriou and Sipser [PS84], and Duris,
Galil and Schnitger [DGS87]) thatA andB must exchange
Ω(n/k2 − k log n) bits to solvePk; their bound was im-
proved by Klauck [Kla00] toΩ(nk +k). These lower bounds
hold even whenA andB are allowed to toss coins and err
with some small probability. Furthermore, they hold for
the bit version of the problem, where one only wants to de-
termine (say) the least significant bit oft, and not all oft.
For this bit version of the problem, a deterministic proto-
col withO(n + k log n) bits of communication was shown
by Ponzio, Radhakrishnan and Venkatesh [PRV01]. Thus,
the lower and upper bounds are quite close in the the clas-
sical setting for this version of the problem. For the full
version of the problem, where one needs to determine all
of t, the best upper bound,O(n log(k) n), comes from a
classical deterministic protocol due to Damm, Jukna and
Sgall [DJS98]. Note that for constantk, this is superlinear.
Ponzio, Radhakrishnan and Venkatesh [PRV01] showed a
matching lower bound in the classical setting.

The pointer chasing problem was studied recently in
the quantum communication complexity model by Klauck,

Nayak, Ta-Shma and Zuckerman [KNTZ01], who, using in-
teresting information-theoretic techniques, showed a lower
bound ofΩ(n/22O(k)

) for the bit versionof this problem.
Theydid not considerthe full version of the problem. (Note
that the classical application of the lower bound forPk to
monotone circuit depth in the paper of Nisan and Wigder-
son [NW93, Theorem 2.7] is valid for the full version of the
problem, not just for the bit version.) We fill this gap.

Result 2: For any constantk, the bounded error quantum
communication complexity of the pointer jumping problem
Pk (full pointer version) isΩ(n log(k) n).

1.2 Privacy and communication complexity

Our second application of the substate theorem concerns
the index function problem [MNSW98, ANTV99, Nay99]:

INDEXn: There are two playersA andB. A
is given an inputx ∈ {0, 1}n andB is given an
index i ∈ [n]. They must exchange messages so
that in the endB knowsxi.

Background: Miltersen, Nisan, Safra and Wigder-
son [MNSW98] considered this problem (under the name
set membership problem) in the classical setting, and
showed that ifB sends a total of at mostb bits, thenA
must sendn/2O(b) bits. Note that this is optimal as there is
a trivial protocol whereB sends the firstb bits of his index
toA, andA replies by sending the corresponding part of her
bit string.

In the quantum setting, Nayak [Nay99] (see also Cleve
et al. [CvDNT98]), showed that ifB sends no messages at
all, thenA must send at leastΩ(n) bits. This bound holds
even if the players share EPR pairs in advance, or ifA and
B interact butB’s messages do not depend on his inputi.
However, the case whereB is allowed to send a few qubits
based on his input in order to reduce the communication
fromA, does not seem to have been considered before.

In this paper, we generalise the Nayak’s result to a state-
ment of the following form: ifB ‘leaks’ only a small num-
ber of bits of information about his input, thenA must send
a large number of bits. Before we present our result, let us
explain what we mean when we say thatB ‘leaks’ only a
small number of bits of information about his input. Fix a
protocol for the index function problem. Assume thatB’s
input J is a random indexi ∈ [n]. SupposeB operates
faithfully according to the protocol, butA deviates from it
and manages to get her registersR entangled withJ : we
say thatB leaks onlyb bits of information about his input
if the mutual information betweenJ andR, I(J : R), is
at mostb. This must hold for all strategies adopted byA,
which have the property that the reduced density matrix of
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Bob’s qubits is at all times the same as in the original pro-
tocol. In other words,A wants to cheat and gather a lot of
information aboutB’s input, butB should not be able to fig-
ure out thatA is cheating. Note that we do not assume that
B’s messages contain onlyb qubits, they can be arbitrarily
long. In the quantum setting,A has a big bag of tricks she
can use in order to extract information fromB; for exam-
ple, she can place a superposition of states in the registers
corresponding to he input and extract information aboutB’s
input (see [CvDNT98, Kla02] for details).

Klauck [Kla02] recently studied privacy in quantum
communication protocols. In Klauck’s setting, two play-
ers collaborate to compute a function, but at any point, one
of the players might decide to terminate the protocol and
try to infer something about the input of the other player
using the bits in his possession. The players arehonest
but curious: in a sense, they don’t deviate from the pro-
tocol in any way other than, perhaps, by stopping early.
In this model, Klauck shows that there is a protocol for
the set disjointnessfunction where neither player reveals
more thanO((log n)2) bits of information about his input,
whereas in every classical protocol, at least, one of the play-
ers leaksΩ(

√
n/ log n) bits of information about his input.

Klauck, however, proves nolower boundsfor privacy loss
in the quantum setting. Our model of privacy is more strin-
gent. We allow malicious players who can deviate arbitrar-
ily from the protocol, but with the restriction that the honest
player does not realise the difference. Note that this pre-
cludes the malicious player from prematurely aborting the
protocol.

Result 3 (informal statement) If there is a protocol for
the index function problem whereB leaks onlyb bits of
information about his inputi, thenA mustleakΩ(n/2O(b))
bits of information about her inputx.

Corollary (informal statement) For the index function
problem, one of the players must leakΩ(log n) bits of in-
formation about his input.

General result and other problems: The index function
problem is just one of several problems where a statement
like Result 2 can be proved using our technique. In fact, it
follows easily that if the communication matrix of the func-
tion has VC-dimension at leastk, then one of the players
must leak at leastΩ(log k) bits of information about his in-
put. In particular, this implies anΩ(log n) loss in privacy
for the set disjointness and inner product modulo2 prob-
lems.

1.3 Organisation of the rest of the paper

In the next section, we give some information theoretic
preliminaries and formally define our model of privacy loss
in quantum communication protocols. In Section??, we
give a complete proof of Result 2, assuming the Substate
Theorem. In Section 3, we give proof of the substate tho-
erem. In Section 4, we give the proof of the lower bound
for the Pointer Chasing problem.

2 Preliminaries

2.1 Notation and definitions

We useH(X) to denote the Shannon entropy of a clas-
sical random variableX. If A is a quantum system with

density matrixρ, thenS(A) ∆= S(ρ) ∆= −Tr ρ log ρ is the
von Neumann entropyof A. If A,B are two disjoint quan-
tum systems, themutual informationof A andB is defined

asI(A : B) ∆= S(A) + S(B)− S(AB). If ρ, σ are density
matrices in the same Hilbert space, theirrelative entropyis

defined asS(ρ‖σ) ∆= Tr (ρ(log ρ− log σ)). The trace norm

of a linear operatorA is defined as‖A‖t
∆= Tr

√
A†A. The

trace distance between two linear operatorsA,B is defined
as‖A−B‖t. For distributionsD andD′ on a finite setX,

their total variational distance is given by‖D − D′‖1
∆=∑

x∈X |D(x) − D′(x)|. We will use the notationA ≥ B
for Hermitian operatorsA,B in the same finite dimensional
Hilbert spaceH as a shorthand for the statement ‘A−B is
positive semidefinite’. Thus,A ≥ 0 denotes thatA is pos-

itive semidefinite. We useB(ρ, σ) ∆=
∥∥√ρ√σ∥∥

t
to denote

theBhattacharya distuinguishability[?] of density matrices
ρ, σ. Note that this is the square root of thefidelityof Jozsa
[Joz94].

The above notations and definitions are standard. For ex-
cellent introductions to classical and quantum information
theory, see the books by Cover and Thomas [CT91] and
Nielsen and Chuang [NC00] respectively.

In this paper, we consider two party quantum communi-
cation protocols as defined by Yao [Yao93].

Definition 1 (Safe transformation, protocols) Let H and
K be finite-dimensional Hilbert spaces, with computational
orthonormal bases(|h〉 : h ∈ H) and (|k〉 : k ∈ K). We
say that a unitary transformationU onH ⊗ K acts safely
onH if there exist unitary transformations(Uh : h ∈ H)
acting onK such that for allh ∈ H andk ∈ K,

U : |h〉 ⊗ |k〉 7→ |h〉 ⊗ Uh|k〉.

We say that a quantum communication protocol acts safely
on a registerR, if all unitary transformations in the protocol
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act safely onR, andR is never sent as part of a message.
We say that a protocol issafeif Alice and Bob act safely on
their input registers.

When the inputs to a quantum communication protocol are
classical, we can always assume that the protocol is safe,
since the players can make a secure copy of their inputs
before beginning the protocol. From now on we assume
that all our protocols are safe.

2.2 Some basic facts

We will use the following elementary facts, which we
state without proof.

Fact 1 SupposeX, Q are two disjoint finite dimensional
quantum systems, whereX is a classical random variable,
which takes valuex with probabilitypx, andQ is a quan-
tum encodingx 7→ σx of X. Let the density matrix of the

average encoding beσ
∆=

∑
x pxσx. Then

I(X : Q) =
∑
x

pxS(σx‖σ).

Fact 2 SupposeD,D′ are two probability distributions
on the same finite setX, whose total variation dis-
tance ‖D − D′‖1 is δ. Then, there exists a stochas-

tic matrix P
∆= (pxx′)xx′∈X , such thatD = PD′ and∑

x′∈X P (x′, x′)D(x′) = 1− δ
2 . LetH be a Hilbert space

with computational orthonormal basis(|x〉 : x ∈ X). Let
C be a unitary transformation onH⊗H that maps compu-
tational basis vectors of the form|x′〉 ⊗ |0〉 (where0 is a
special element ofX) according to the rule

|x′〉 ⊗ |0〉 7→ |x′〉 ⊗
∑
x∈X

√
pxx′ |x〉,

and maps other computational basis vectors suitably, pre-
serving orthonormality. SupposeR′ and R are registers
that can hold states inH, whereR′ contains a mixture of
basis states with distributionD′ andR is in the state|0〉.
ApplyC to (R′, R), and then measure the registers in the
computational basis. Let the resulting random variables
(taking values inX) beZ ′ andZ. Then,Z ′ has distribution
D′, Z has distributionD andPr[Z 6= Z ′] ≤ δ

2 . Note that
C acts safely onR′.

We will require the following minimax theorem from
game theory. It follows by combining Proposition 20.3
(which shows the existence of Nash equilibriuma∗ in strate-
gic games) and Proposition 22.2 (which connects Nash
equilibrium and the min-max theorem for games defined
using a pay-off function such asu) of Osborne and Rubin-
stein’s [OR94] book on game theory.

Fact 3 LetA1, A2 be non-empty, convex and compact sub-
sets ofRn for somen. Letu : A1×A2 → R be a continuous
function, such that

• ∀a2 ∈ A2, the set{a1 ∈ A1 : u(a1, a2) ≥
u(a′1, a2)∀a′1 ∈ A1} is convex; and

• ∀a1 ∈ A1, the set{a2 ∈ A2 : u(a1, a2) ≤
u(a1, a

′
2)∀a′2 ∈ A2} is convex.

Then, there is ana∗ ∈ A1 ×A2 such that

max
a1∈A1

min
a2∈A2

u(a1, a2) = u(a∗) = min
a2∈A2

max
a1∈A1

u(a1, a2).

We will also be using several information theoretic facts
that can be found in the books by Cover and Thomas [CT91]
and Nielsen and Chuang [NC00] without explicitly stating
them here.

3 Proof of the substate theorem

To prove the Substate Theorem, it will be useful to define
a new notion of distinguishability between density matrices.
We shall call this notionobservational divergence.

Definition 2 (Observational divergence)Let ρ, σ be den-
sity matrices in the same finite dimensional Hilbert space
H. Their observational divergence is defined as

D(ρ‖σ) ∆= sup
F

(
Tr (Fρ) log

Tr (Fρ)
Tr (Fσ)

)
,

whereF above ranges over POVM elements onH such that
Tr (Fσ) 6= 0.

We note that the relative entropy is an upper bound on
the divergence to within an additive constant.

Lemma 1 Let ρ, σ be density matrices in the same finite
dimensional Hilbert spaceH. Then,D(ρ‖σ) < S(ρ‖σ)+1.

Proof: (Sketch) Follows from the Lindblad-Uhlmann
monotonicity of relative entropy.

We now prove the following lemma, which can be
thought of as a Substate Theorem when the first density ma-
trix is in fact a pure state.

Lemma 2 Let |ψ〉 be a pure state andσ be a density matrix

in the same finite dimensional Hilbert spaceH. Let k
∆=

D ((|ψ〉〈ψ|)‖σ). If k > 0, then for allr > 1, there exists a
pure state|φ〉 (depending onr) such that

‖|ψ〉〈ψ| − |φ〉〈φ|‖t ≤
4√
r

and
(
r − 1
r2rk

)
|φ〉〈φ| ≤ σ.
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Proof: (Sketch)We assume without loss of generality that

0 < k < +∞. ConsiderM
∆= σ − (|ψ〉〈ψ|/2rk). Since

−(|ψ〉〈ψ|/2rk) has exactly one non-zero eigenvalue and
this eigenvalue is negative viz.−1/2rk, andσ is positive
semidefinite,M is a hermitian matrix with at most one neg-
ative eigenvalue.

If M ≥ 0 we take|φ〉 to be |ψ〉. The lemma trivially
holds in this case.

Otherwise, let|w〉 be the eigenvector corresponding to
the unique negative eigenvalue−α of M . One can check
that |〈ψ|w〉|2 < 1

r < 1. In particular, this shows that
|ψ〉, |w〉 are linearly independent.

Let n
∆= dim(H). Let {|v〉, |w〉} be an orthonormal

basis for the two dimensional subspace ofH spanned by
{|ψ〉, |w〉}. Extend it to{|v1〉, . . . , |vn−2〉, |v〉, |w〉}, an or-
thonormal basis for the entire spaceH. In this basis we have
the following matrix equation,

F e d

e† a b

d† b c

−


0 0 0

0† x y
0† y z

 =

 P l

l† −α

 , (3)

where the first, second and third matrices areσ, |ψ〉〈ψ|/2rk
andM respectively.F is an(n− 2)× (n− 2) matrix,P is
an(n−1)×(n−1) matrix,d, e are(n−2)×1 matrices and
l is an(n− 1)× 1 matrix. a, c, x, z, α are non-negative real
numbers andb, y are complex numbers. The zeroes above
denote all zero matrices of appropriate dimensions. The†
denotes conjugate transpose of matrices andb̄ denote the
complex conjugate of scalarb.

By inspection, one can show thatb = y 6= 0, c > 0 and
ac ≥ |b|2.

We can now writeσ = σ1 + σ2, where

σ1
∆=


F e 0

e† a− |b|2
c 0

0† 0 0


and

σ2
∆=


0 0 0

0† |b|2
c b

0† b c

 .
Note thatσ2 ≥ 0, (in fact,σ2 has one dimensional sup-

port). It can be checked thatσ1 ≥ 0. Hence,σ ≥ σ2. Let

|φ〉〈φ| ∆= σ2

Tr σ2
. By a direct computation, one can check

that Trσ2 >
r−1
r2rk and‖|ψ〉〈ψ| − |φ〉〈φ|‖t <

4√
r
. This es-

tablishes the first assertion of the lemma and completes the
proof.

We next prove the following lemma, which can be
thought of as an ‘observational substate’ lemma.

Lemma 3 Consider two finite dimensional Hilbert spaces
H andK, dim(K) ≥ dim(H). Letρ, σ be density matrices
in H. Let |ψ〉 be a purification ofρ in H ⊗ K. Let F be
a POVM element onH ⊗ K. Then there exists a purifica-

tion |φ〉 of σ in H ⊗ K such thatq ≥ p

2k′/p , wherep
∆=

Tr (F |ψ〉〈ψ|), q ∆= Tr (F |φ〉〈φ|) andk′
∆= 4D(ρ‖σ) + 2.

Proof: (Sketch)We assume without loss of generality that

0 < D(ρ‖σ) < +∞ and thatp > 0. Let n
∆= dim(H)

and{|αi〉}ni=1 be the orthonormal eigenvectors ofF with
corresponding eigenvalues{λi}ni=1. We have,

p =
n∑
i=1

λi|〈αi|ψ〉|2 and q =
n∑
i=1

λi|〈αi|φ〉|2.

Define,

|θ′〉 ∆=
∑n
i=1 λi〈αi|ψ〉|αi〉√

p
and |θ〉 ∆=

|θ′〉
‖|θ′〉‖

.

Note thatp = |〈ψ|θ〉|2‖|θ′〉‖2 and 0 < ‖|θ′〉‖2 ≤ 1.
Using the Cauchy-Schwarz inequality, one can check that
|〈φ|θ〉|2‖|θ′〉‖2 ≤ q and

p

2k′/p
=

|〈ψ|θ〉|2‖|θ′〉‖2

2k′/(|〈ψ|θ〉|2‖|θ′〉‖2)
≤ |〈ψ|θ〉|2‖|θ′〉‖2

2k′/|〈ψ|θ〉|2
.

Hence, it will suffice to show that there exists a purification
|φ〉 of σ in H⊗K such that

|〈φ|θ〉|2 ≥ |〈ψ|θ〉|2

2k′/|〈ψ|θ〉|2
.

Define the density matrixτ in H as τ
∆= TrK |θ〉〈θ|.

There is a purification|φ〉 of σ in H ⊗ K and a POVM
{F1, . . . , Fl} in H such that,

|〈φ|θ〉| = B(τ, σ) =
l∑
i=1

√
cibi, (4)

whereci
∆= Tr (Fiτ) andbi

∆= Tr (Fiσ). Letai
∆= Tr (Fiρ).

Then,

0 <
√
p ≤ |〈ψ|θ〉| ≤ B(τ, ρ) ≤

l∑
i=1

√
ciai.

Note that theai’s are non-negative real numbers summing
up to1, and so are thebi’s and theci’s. These follow from
Fuchs and Caves’s characterisation of fidelity [FC95].
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Define the setS asS
∆=

{
i ∈ [l] : ai > bi24k/B(τ,ρ)2

}
,

wherek
∆= D(ρ‖σ). Note that∀i ∈ S, bi 6= 0 assupp(ρ) ⊆

supp(σ), k being finite. Define the POVM elementG onH
asG

∆=
∑
i∈S Fi. Let a

∆= Tr (Gρ) andb
∆= Tr (Gσ). Then

a =
∑
i∈S ai, b =

∑
i∈S bi, b > 0 anda > b 24k/B(τ,ρ)2 .

We have that

D(ρ‖σ) = k ≥ a log
a

b
>

4ka
B(τ, ρ)2

⇒ a <
B(τ, ρ)2

4
.

Now, using the Cauchy-Schwarz inequality one can now
check thatB(τ, ρ) < B(τ,ρ)

2 + 22k/B(τ,ρ)2B(τ, σ). Since
k′ = 4k + 2, we can now conclude that

|〈φ|θ〉|2 ≥ |〈ψ|θ〉|2

2k′/|〈ψ|θ〉|2
,

completing the proof of the lemma.
We now prove a lemma which, roughly speaking, re-

moves the dependence onF in the above lemma.

Lemma 4 Consider two finite dimensional Hilbert spaces
H andK, dim(K) ≥ dim(H). Letρ, σ be density matrices
in H and |ψ〉 be a purification ofρ in H ⊗ K. Let 0 ≤
p ≤ 1. There exists a density matrixω in H ⊗ K such
that TrK ω = σ, and for all POVM elementsF onH ⊗ K
such thatTr (F |ψ〉〈ψ|) ≥ p, Tr (Fω) ≥ p/2k

′/p, where

k′
∆= 4D(ρ‖σ) + 2.

Proof: (Sketch)We assume without loss of generality that
0 < D(ρ‖σ) < +∞ and thatp > 0. Consider the setA1

of all extensionsω of σ in H ⊗ K i.e. TrK ω = σ. A1 is
a non-empty, compact, convex set. Consider the setA2 of
all POVM operatorsF in H⊗K such that Tr(F |ψ〉〈ψ|) ≥
p. A2 is a compact convex set. Without loss of generality,

A2 is non-empty. Letu(ω, F ) ∆= Tr (ωF ). The lemma
now follows from Fact 3 (note that we think of our matrices,
which in general have complex entries, as vectors in a larger
real vector space).

The previous lemma depends on the parameterp. We
now remove this restriction, to get an ‘observational diver-
gence lifting’ theorem.

Theorem 1 (Lifting of observational divergence )
Consider two finite dimensional Hilbert spacesH,K,
dim(K) ≥ dim(H). Let ρ, σ be density matrices inH.
Let |ψ〉 be a purification ofρ in H ⊗ K. Then there exists
a density matrixω in H ⊗ K such thatTrK ω = σ and
D((|ψ〉〈ψ|) ‖ω) < 8D(ρ‖σ) + 6.

Proof: (Sketch)Follows from Lemma by a “discrete inte-
gration” argument with respect to parameterp.

We are now finally in a position to prove the Substate
Theorem.

Theorem 2 (Substate Theorem)Consider two finite di-
mensional Hilbert spacesH andK, dim(K) ≥ dim(H).
Let C2 denote the two dimensional complex Hilbert space.
Let ρ, σ be density matrices inH. Let r > 1 be any real
number. Let|ψ〉 be a purification ofρ inH⊗K. Then there
exist pure states|φ〉, |θ〉 ∈ H ⊗ K (depending onr) and
|ζ〉 ∈ H ⊗ K ⊗ C2 such that|ζ〉 is a purification ofσ and
‖|ψ〉〈ψ| − |φ〉〈φ|‖t ≤ 4/

√
r, where

|ζ〉 ∆=

√
r − 1
r2rk

|φ〉|0〉+

√
1− r − 1

r2rk
|θ〉|1〉

andk
∆= 8S(ρ‖σ) + 14.

Proof: (Sketch)Follows from Lemma 2 and Theorem 1.

Remarks:
1. Note that Result 4 in the introduction follows from above
by tracing outK ⊗ C2 and monotonicity of trace distance.
2. From Result 4, one can easily see that‖ρ− σ‖t ≤ 2 −
2−O(k). This implies a2−O(k) lower bound on the fidelity
of ρ andσ.

4 Pointer chasing

In this section, we formally define the problem and our
main result assuming a Round Elimination Lemma, which
will be proved in later section.

4.1 The pointer chasing problemPk

The input: Alice’s input is a functionFA : VA → VB .
Bob’s input is a functionFB : VB → VA. VA andVB are
disjoint sets of sizen each. We assume thatn = 2r for
somer ≥ 1.
The golden path: There is a fixed vertexs ∈ VB . Let

F
∆= FA ∪ FB ; let ans

∆= F (k+1)(s). We assume that ver-
tices inVA andVB have binary encodings of lengthlog n.
The communication: Alice and Bob exchange messages
M1, . . . ,Mk, having lengthsc1n, . . . , ckn, via a safe quan-
tum protocol in order to determineans. Alice starts the
communication, that is, she sendsM1. The player receiving
Mk places a guess forans in the registerAns. We require
that on measuringAns in the computational basis1 the an-
swer obtained should be equal toans with probability at
least34 , for all FA, FB .

4.2 The predicateQAk

We will show our lower bound forPk using an inductive
argument. It will be convenient to state our induction hy-

1From now on, all measurements are to be performed using the com-
putational basis.
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pothesis by means of a predicatesQAk andQBk , defined be-
low. Roughly, the induction proceeds as follows. We show
that if there is an efficient protocol forPk, thenQAk is true.
We then show independently thatQA` impliesQB`−1 andQB`
impliesQA`−1, and thatQA0 andQB0 are false. Thus, there is
no efficient protocol forPk.

We now defineQAk (c1, . . . , ck, na, nb, ε) for k ≥ 1.
Then, separately, we defineQA0 . Fork ≥ 0,QBk is the same
asQAk , with the roles of Alice and Bob reversed. Conse-
quently, all our statements involvingQAk andQBk have two
forms, where one is obtained from the other by reversing
the roles of Alice and Bob. We will typically state just one
of them, and let the reader infer the other.

The predicateQAk (c1, . . . , ck, na, nb, ε) holds if there is
a quantum protocol of the following form.

Input generation: Alice and Bob ‘generate’ most of their
inputs themselves. Alice hasn input registers(FA[u] : u ∈
VA) and Bob hasn input registers(FB [v] : v ∈ VB). There
is a fixed vertexs ∈ VB , that is known to both players. Each
of Alice’s registers haslog n qubits so that it can hold a de-
scription of a vertex inVB ; similarly, each of Bob’s registers
can hold a description of a vertex inVA. In addition, Alice
and Bob have registers for their ‘work’ qubitsWA andWB .

When the protocol starts, Alice’s registers are all initial-
ized to0. On Bob’s side, the registerFB [s] starts off with

the uniform superposition|µ〉 ∆= 1√
n

∑
a∈VA

|a〉; the other
registers are all0.

Alice starts by generating a pure state iñM1M1, where
M̃1,M1 are eachc1n qubit registers. Then she applies a
unitary transformationUA on her registers other thanM1 to
generate a state in registersFA andWA. Alice then sends
M1 to Bob.

Now, Bob generates his input by applying a unitary
transformationUB on the registersM1, FB [s], (FB [b] : b ∈
VB − {s}) andWB holding the work qubits ofB, which
contain0. UB must operate “safely” onFB [s]. FB holds
the ‘generated input’ to Bob for the pointer chasing prob-
lem, andWB Bob’s ‘work qubits’.

We will useFA, FB also to refer to the actual states of
the respective registers;fA, fB will denote the states that
would result, were we to measureFA, FB .

For our predicateQAk (c1, . . . , ck, na, nb, ε) to hold, this
input generation process must satisfy some conditions.
Requirement 1(a): There is a subsetXA ⊆ VA of size
at mostna such that the variables(fA(u) : u ∈ VA) are
independent, and foru ∈ VA − XA, fA(u) is uniformly
distributed.
Requirement 1(b): There is a subsetXB ⊆ VB − {s}
of size at mostnb such that the random variables(fB(v) :
v ∈ VB) are independent, andfB(v) for v ∈ VB − XB is
uniformly distributed.

Communication: After UA, UB have been applied, Al-
ice and Bob follow a quantum protocol exchanging further
messagesM2, . . . ,Mk of lengthsc2n, . . . , ckn. Bob sends
the messageM2. The rest of the protocol is required to act
safely on registersFA, FB . At the end of the protocol, the
player who receivesMk places a qubit in a special register
Ans. The protocol then terminates.

The probability of error: Let ans denote the value ob-
served inAns at the end of the protocol, and letfA andfB
be the values observed inFA andFB ; we treatfA andfB as
functions (fromVA to VB andVB to VA respectively). Let

f
∆= fA ∪ fB .

Requirement 2: Pr[ans = f (k+1)(s)] ≥ ε.

Lemma 5 If there is a safe quantum protocol forPAk with
v0 = s ∈ VB , messages of lengthsc1n, . . . , ckn, and worst
case error at most14 , thenQAk (c1, . . . , ck, nA = 0, nB =
0, 3

4 ) is true.

Proof: Ommited, easy to check.

Lemma 6 If there is a safe quantum protocol for
QA1 (c1, nA, nB , ε) (with nA < n), thenε−12c1/n ≥ n.

Proof: Omitted, easy to check.
The following lemma is the key to our inductive argu-

ment.

Lemma 7 (Round elimination) For k ≥ 2, if
QAk (c1, . . . , ck, nA, nB , ε) holds (with nA < n) then
QBk−1(c1 + c2, c3, . . . , ck, nA, nB + 1, ε′) holds with

ε′ = 5nε/(n−a)
8∗2(256/(nε/n−a)2)(8nc1/(n−a)+14)

The next section is devoted to the proof of this lemma.
Now, let us assume this lemma and prove our main lower
bound.

Theorem 3 Supposek ≤ n
1
4 andQAk (c1, . . . , ck, 0, 0, 1

4 )
holds. Thenc1 + c2 + · · ·+ ck = Ω(log(k) n).

Proof: Follows from Lemma 7 and Lemma 6.
Now, by using Lemma 5, we can derive from this our

lower bound forPk.

Corollary 1 (Main result) In any protocol forPk, Alice
and Bob must exchange a total ofΩ(n log(k) n) qubits.

5 Round elimination: proof of Lemma 7

We consider Part (a) first. Part (b) follows using similar
argument, and we do not describe them explicitly. Suppose
QAk (c1, c2, . . . , ck, nA, nB , ε) is true and let protocolP sat-
isfy the requirements.

7



In what follows, subscripts of pure and mixed states will
denote the registers which are in those states. For example,
we say that the registerFB [s] is initially in the state|µ〉s =
1√
n

∑
u∈VA

|u〉s.
Let |ψA〉 be the (pure) state of Alice’s registers just be-

fore she sendsM1 to Bob. At this point the state of all the
registers taken together is the pure state

|ψin〉 = |ψA〉 ⊗ 1√
n

∑
a∈VA

|a〉s|0〉R, (5)

whereR is the set of registers corresponding to the rest of
B’s input (FB [v] : v ∈ VB − {s}), and work qubitsWB .
Fora ∈ VA, we may expand|ψA〉 as

|ψA〉 =
1√
`a

∑
b∈VB

|b〉a|ψAa→b〉, (6)

where `a = 1 if a ∈ XA and `a = n otherwise. (If

Pr[fA[a] = b] = 0, then|ψAa→b〉
∆= 0.) From (5) and (6),

we have

|ψin〉 =
1√
n

∑
a∈VA

1√
`a

∑
b∈VB

|b〉a|ψAa→b〉|a〉s|0〉R (7)

At this point the first messageM1 is sent to Bob. Let the
rest of the protocol starting from this point beP ′.

Let εa→b be the probability of success whenP ′ is run
starting from the state|b〉a|ψAa→b〉|a〉s|0〉R. Thus, we have

εa→b = Pr[ans = lsb(f (k+1)(s)) | fB [s] = a andfA[a] = b],

in the original protocolP (or in P ′, when it is run starting
from |ψin〉). In particular, we have

ε = E
a,b

[εa→b] ≥
n− na
n

E
a∈uVA−XA,b∈uVB

[εa→b]. (8)

In the first expectation,(a, b) are chosen with the same dis-
tribution as(fB [s], fA[fB [s]]) of the given protocolP; in
the second, they are chosen uniformly from the sets speci-
fied.

Let (M1, M̃1) be the canonical purification of the first

message of the protocolP. SupposeS(M1,a→b‖M1)
∆=

δa→b. Then, by the Substate Theorem, Theorem 2, there
exists a unitary transformationUa→b and a measurement
Ga→b, that when applied tõM1 (together with ancilla qubits
initialized to zero) takes the pure state(M1, M̃1) to a state

ψ̃Aa→b (with probability δ̂a→b
∆= r−1

r2r(8δa→b+14) , wherer
∆=

256/ε2a→b) such that∥∥∥|ψAa→b〉〈ψAa→b| − |ψ̃Aa→b〉〈ψ̃Aa→b|
∥∥∥
t
≤ 4/

√
r. (9)

In particular, if the protocolP ′ is run starting from
the state|ψ̃Aa→b〉|µ〉s|0〉R (instead of|ψAa→b〉|µ〉s|0〉R), the
probability of success is at leastεa→b − εa→b/4.

5.1 The protocolPa→b

Now, we fixa ∈ VA andb ∈ VB and consider the case
whenfB(s) = a andfA(a) = b. We now describe a proto-
col that functions for this situation .

Step 1: Alice generates the canonical purification
(M1, M̃1). Alice appliesUa→b and a MeasurementGa→b

to M̃1 (plus some ancilla) to produce the state|ψ̃Aa→b〉 in
the registers(M1, FA,WA). She succeeds with probability

δ̂a→b.
Step 2: Alice and Bob proceed according to the pro-

tocolP ′ starting from the state|ψ̃a→b〉 = |ψ̃Aa→b〉|a〉s|0〉R,
where, as before,R is the set of registers of Bob correspond-
ing to (FB [v] : v ∈ VB − {s}) and work qubitsWB .

Remark on the inputs generated: Letf ′A,a→b be the ran-
dom variable with distributionD′

a→b, resulting on measur-
ingFA afterUa→b has been applied. LetfA,a→b be the ran-
dom variable with distributionD, resulting on measuring
FA in |ψAa→b〉. Then, it follows from (??) and Theorem??
that

‖Da→b −D′
a→b‖1 ≤ 4/

√
r. (10)

In Pa→b, Bob’s input registers continue to satisfy the fol-
lowing requirements:

B1. fB,a→b is constant onXA ∪ {s} (in fact, fB [s] = a),
and

B2. the set of random variables(fB,a→b[v] : v ∈ VB −
XB − {s}) are independent and uniformly distributed
overVA.

Probability of success in Pa→b: By (??) and Theo-
rem ??, the probability of success ofPa→b, which we de-
note byε̃a→b, is at least̂δa→b(εa→b − εa→b/4).

5.2 Revised ProtocolPa→b

Step 1: Alice does theStep1as inPa→b followed by
correction of the input registers as follows:
Correcting Alice’s input registers: Let Ca→b be the uni-
tary transformation corresponding toD′

a→b andDa→b ac-
cording to Fact 2. To produce input registers satisfying Re-
quirement 1(a), Alice uses a fresh set of registersF̂A and
setsF̂A[a] = |b〉. Next, Alice applies a unitary transforma-
tion to registers(F̂A[a], FA, F̃A) defined by

|b〉F̂ [a]|ψ〉FA,F̃A
→ |b〉F̂ [a]Ca→b|ψ〉FA,F̃A

.

Before the application of this the registers̃FA are initial-
ized to|0〉 (as in the statement of Fact 2). Alice then copies
(F̃A[u] : u ∈ VA − {a}) into (F̂A[u] : u ∈ VA − {a}). The

8



input generation for Alice is now complete.
Note that at this point if we measure(FA, F̂A), the resulting
random variables(f ′A,a→b, f̂A,a→b) have distribution pre-
ciselyD′

a→b andDa→b. Furthermore, (see Fact 2),

Pr[f ′A,a→b 6= f̂A,a→b] ≤
1
2
· 4/

√
r = εa→b/8. (11)

Step 2:From this point on, Alice and Bob just followP ′

Let |φa→b〉 denote the state of the entire system just after
M2 is sent to Alice. The registerŝF are not used until the
end, when they are measured in order to decide if the answer
returned by the protocol is correct.

Success probability in revisedPa→b: Let ε̂a→b be the
success probability of the revised protocol. It is easy to
check that :

ε̂a→b ≥ δ̂a→b(εa→b − εa→b/4− εa→b/8) (12)

5.3 The final protocol: Pa

The new input registers for Alice will be denoted byF̂A.
The old input registers will continue to exist, but they will
count as work qubits of Alice. Initially, in the register̂FA[a]
we place a uniform superposition|µ〉. All other registers are
initialized to0.

Step 1: Bob generates the canonical purification
(M1, M̃1) of the first message ofP. He sets his register
FB [s] to the state|a〉, and using the transformationUB , gen-
erates his inputsFB and work qubitsWB . Then he gener-
ates the first message of protocolP ′ (this corresponds mes-
sageM2 of theP), and sends this message along with̃M1

to Alice.
Step 2: (a) One receiving̃M1, Alice applies a unitary

transform on registers(F̂A[a], M̃1, A) to generate a state
in registersFA (the old input registers) andWA (the work
qubits of the original protocol). Here,A is a set of ancilla
qubits initialized to0. This unitary transformation acts ac-
cording to the rule

|b〉F̂ [a]|θ〉M̃1,A
7→ |b〉F̂ [a]Ua→b|θ〉M̃1,A

.

Note that this transformation is safe on̂F [a]. Then he mea-
sures the register̂FA[a] and then performs the measurement
Ga→b.

(b) Alice applies the correction used in the revised Step
1 of Pa→b. After this F̂A are to be treated asA’s input
registers.

Step 3: Alice resumes the protocolP ′. Note that Bob
has already executed the first step ofP ′ and sent the first
message (which corresponds to messageM2 of the original
protocol). Alice responds to this message as before.

Note While executingP ′, the old input registersFA are
used. The new registerŝFA are not touched by any uni-
tary transformation from now on. At the end, however,
we will check if the answerans′ agrees with the answer
ans(f̂A, fB), wheref̂A is the random variable obtained by
measuring the new input registerŝFA.

The probability of success ofPa: Fora ∈ VA −XA, let
ε̂a be the probability of success ofPa. Then, by (12), we
have

ε̂a = E
b∈uVB

[ε̂a→b] (13)

≥ E
b∈uVB

[
r − 1

r2r(8δa→b+14)
(5εa→b/8)] (14)

Since the function inside the expectation is jointly con-
vex in εa→b andδa→b and using Fact 1, we conclude

ε̂a ≥
5εa

8 ∗ 2(256/ε2a)(8I(fA[a]:M1)+14)
(15)

whereεa = Eb∈uVB
[εa→b].

Claim 1 Ea∈uVA−XA
[I(fA[a] : M1)] ≤

(
n

n−na

)
c1.

Proof: Using Fact?? and (10), we havec1n ≥ I(fA :
M1) ≥

∑
a∈VA

I(fA[a] : M1) ≥
∑

a∈VA−XA

I(fA[a] : M1).

Now again since the above function is jointly convex in
εa and I(fA[a]) we conclude from (15) and above claim
that :

E
a∈uVA−XA

[ε̂a] ≥
5nε/(n− a)

8 ∗ 2(256/(nε/n−a)2)(8nc1/(n−a)+14)
,

(16)
where on the righta is chosen uniformly fromVA−XA and
b is chosen independently and uniformly fromVB .

Thus, there exists ana ∈ VA −XA such that

ε̂a ≥
5nε/(n− a)

8 ∗ 2(256/(nε/n−a)2)(8nc1/(n−a)+14)
.

Now, it can be verified, that the protocolPa satisfies the
requirements forQBk−1(c1 +c2, c3, . . . , ck, nA, nB+1, ε̂a).
This shows Lemma 7.
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