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Warmup Case Infallible Expert
n experts predictions Boolean valued

0 1

Cpldown coinfloss

Minimize losses

7 Initial.ge E EET EB
Csetgexperts who haven'tcommited error

2 For C I fo T

G Act according to the majority
predictions of experts in E

Cb Observe the outcome
G Eliminate from E all experts

at an incorrectpredictor

Analysis yEach time I make a mistake

42 the experts in E are

eliminated
G E is always non empty

Cas of containsthe
infallible
expert

Hence mistakes login



General case Imperfect Experts

Compare the algorithm's performance

m e expert
C time

e o B 1 if expert egets
itwrongO otherwise

MH cm mf mit

II me ME infeasible to
compare against

Tema Izmit nah additive
bestexpert
at hindsight

Potential Approaches
Act according to the majority

Figure out who is a good expert
in the forest few rounds and
then act

acg to that expert
Proposed Alg Same as Infallible case

except lower artofexpert insteadof making it zero
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Weighted Majority Wtf Parameter
2

Initialgadon
2e Cock

For each expert ee

wi I

For C I fo T

Make a decision based on weighted
majority of experts predators
using weights WH Caitlin int'T

b Observe the action

c Update the weights of all
experts who predicted

WE yet frogs
with wifi a n

melt I expert i made a mistake

nE4 Emts
at t.me I

L

nut mistakes made by WM
t.cl time f



Them After 9 steps for every expert
n s 2.4 ne't't logn

as particular the above holds even

w r f best expert e argz.mn net
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QI C Is the multiplicative lossof 24avoidable
G Is the additive lossof Oclognavoidable

Address

WM wtf
wit t we Gy

Ana g way
g
at aft

LEED

Initially I 1

Each lame Wtf commits a mistake

Tofte't I 124 2
I t E

Hence at t.me T not
Eat I 112

On the other hand
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CHI offal off Gq
nE

ai a g
ne e n c zj

n fenftz en n e n f end 21
n n tenacity E.at

ni4tEtEuf.e 9III
2CH2 neGl 2ln qifxc
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Them After T steps for every expert
n't s 24th ne't't2kg7

Canparticular the above holds even

w r f best expert G argz.mn net

0in Is malf.pk fire factory
IHz unavoidable

Yes 2 is cravocdade if algorithm
is determinist



not just for WMq but any
def algorithm

Get around the 2 multiplicative factor

using
randomness

Multiplicative Weight Update Method
MW OM

Moregeneral
Previously meet c fo B

Boolean value
Com loss

Allow for non Boolean rewards losses

mi c EID

mat cnn.atmeat smfh c f FB

put Cpf pl pit
where each peal prob 01 which

alg acts accg to
expert e at t.net



Xyz Parameter qe.co k

Initialize Fie GJ we I

For E l fo T

G Choose a decision i according to
the prob d st Pat 434 pa

where pea Welt a E t.ge
EEG

b Observe the costs
MCH Cmf't mft C f IB

Cd Update the weights
aft of G meat

g
Expected

LCE
e
lossof Marotz at t.me E

meltpect

aid pet's
LCE Expected loss of the

t end of fame tlls
f c



theorem Assuming all costs me c f za

q E G Yz then for any experti

LCH LM't p't s Izmit
I E 1m91

t loin
2

Take away Randomness gets rid
of the factor of 2


