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1 Introduction
In this chapter, we address an important question on the optimal role of multiple an-
tennas in a wireless network. For a point-to-point channel with no interference, from
Chapter ??, we know that employing multiple antennas at both the transmitter and the
receiver either linearly increases the capacity, or exponentially decreases the error rate
with SNR. In contrast, in a wireless network, where interference is the performance
limiter, finding how to best use the multiple antennas is a fairly complicated issue.

The problem is challenging because in the presence of interference, multiple anten-
nas have dual roles at both the transmitter and the receiver side. On the transmitter side,
multiple antennas can be used to beamform the signal towards the intended receiver or
to suppress transmission (construed as interference) towards other receivers. Similarly,
on the receiver side, each receiver can use its multiple antennas to improve the SNR
from its intended transmitter or cancel the interference coming from other transmitters.
To further compound the problem, the roles of multiple antennas at both the transmitter
and the receiver side are inter-dependent on each other.

In this chapter, we derive results on the scaling of the transmission capacity with the
number of antennas for two cases; i) CSIR case, where only the receivers have channel
coefficient/state information (CSI), and ii) CSIT case, where in addition to CSIR, each
transmitter also has CSI for its intended receiver. We derive upper and lower bounds on
the transmission capacity with multiple antennas that do not match each other exactly,
but have a negligible gap for path-loss exponent values close to 2.

We show that with linear decoders, e.g. zero-forcing or MMSE, the transmission
capacity scales at least linearly with the number of antennas for both the CSIR and
the CSIT case, and sending only data stream from each transmitter achieves the linear
scaling of the transmission capacity in both cases. The derived upper and lower bounds
are identical for both the CSIR and the CSIT case, thus, we conclude that the value of
CSIT is limited in a wireless network. We obtain exact scaling results for transmission
capacity with respect to the number of antennas for two important special cases: having
only a single antenna at each transmitter/receiver, and a simplified receiver with no
interference cancelation capability.

We close the chapter by characterizing the effect of the interference suppression
capability of multiple antennas at the transmitter. For this end, we consider a cogni-
tive/secondary wireless network, that is overlaid over a licensed/primary wireless net-
work, that is allowed to operate under an outage probability constraint at each receiver
node of the primary wireless network. The secondary nodes are equipped with multiple
antennas, and use them at the transmitter side to suppress the interference they cause
to any primary user, and at the receiver side to cancel dominant interferers. We obtain
explicit results on the scaling of the transmission capacity of the secondary wireless
network as a function of the number of transmit and receive antennas available at the
secondary nodes.
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2 Role of Multiple Antennas in Ad Hoc Networks
In a point-to-point channel with no interference, the only objective with multiple anten-
nas at both the transmitter and the receiver is to improve the received signal strength.
In an ad-hoc network, however, the role of multiple antennas is more diverse because
of the presence of interference. For example, each transmitter could attempt to increase
its own data rate by transmitting multiple data streams, or in the presence of CSI, could
improve the signal strength by steering its beam towards the direction of the receiver,
or suppress its interference towards other receivers by nulling its signal towards them.
Similarly, each receiver could decode its signal of interest after mitigating interference
using its multiple antennas. So inter-dependent questions like, how many data streams
to transmit, how many interferers to cancel at receiver, are critical in finding the optimal
role of multiple antennas in a wireless network.

One way to frame these questions more concretely is by defining the spatial trans-
mit (receive) degrees of freedom (STDOF) (SRDOF). The STDOF refer to the signal-
ing dimensions used at the transmitter for either transmitting to the intended receiver
or to suppress interference towards other receivers. For example, with N transmit
antennas there are total N STDOF, out of which possibly k can be used to send k in-
dependent streams, leaving the remaining N − k STDOF for interference suppression
in the presence of CSI at the transmitter, or not using the N − k STDOF at all to de-
crease the overall interference at all other receivers. Similarly, the SRDOF refers to the
number of spatial dimensions, that through linear processing (linear decoder/receiver),
can be used to separate multiple source symbols at the receiver. For example, with N
antennas at the receiver, the total SRDOF is equal to N , out of which m can be used
for interference mitigation/cancelation and leaving the remainder of N − m SRDOF
for decoding the signal of interest.

When k STDOF are used by each transmitter to send k independent data streams,
the number of interferers that can be canceled at any receiver using its m SRDOF is at
most

⌊
m
k

⌋
. Larger STDOFs help in improving per-user transmission rates by sending

more data streams but limit the interference suppression ability of any receiver. In this
chapter, we find the optimal values of STDOF used for transmission k and SRDOF m
used for interference cancelation that maximize the transmission capacity with linear
decoders under different CSI assumptions. The choice of linear decoders is made for
both their analytical tractability and low-complexity implementation.

3 Channel State Information Only at Receiver
We consider the fixed distance model of Section ??, where each transmitter-receiver
pair is at a fixed distance of d from each other. The transmitter locations {Tn} are
assumed to follow a PPP distribution with density λ0. Each transmitter is assumed to
transmit independently with probability p using an ALOHA protocol. Consequently,
the active transmitter density is λ = pλ0. We let Φ = {Tn : Tn is active} to represent
the active transmitter locations that is a PPP with density λ.

In this section, we consider the practically efficient model where each receiver has
instantaneous channel state information (CSI), while no transmitter has any instanta-
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Figure 1: Transmit-receive strategy with no CSI at the transmitter

neous or delayed CSI. We refer to this scenario as CSIR (CSI at the receiver). The case
with CSI at the transmitter (referred to as CSIT) is dealt in Section 4.

With no CSI at any transmitter, we assume that each transmitter uses any k, k =
1, 2, . . . , N , of its N antennas to transmit k independent data streams to its receiver
with equally distributing the power over all the k antennas. In terms of STDOF, this
means that each transmitter uses k STDOF for transmission out of its total N STDOF.

Since CSI is not available, the choice of which antennas to use does not impact the
performance. Each receiver is assumed to have CSI for the channel from its intended
transmitter as well as from all the other interferers that are canceled/suppressed at that
receiver.

Let xn = [xn(1) xn(2) . . .xn(k)]T be the k × 1 signal sent from transmitter Tn,
where each element xn(`), ` = 1, 2, . . . , k is independent and CN

(
0, 1

k

)
distributed,

so that the total power transmitted through xn is unity. Then, the multiple antennas
counterpart of received signal (??) at the typical receiver R0 is

y0 = d−α/2H00x0 +
∑

Tn∈Φ\{T0}

d−α/2n H0nxn, (1)

where dn is the distance between Tn and R0, H0n ∈ CN×k is the channel coefficient
matrix between Tn and R0, such that the i, jth entry H0n(i, j) of H0n is the channel
coefficient between the ith receive antenna ofR0 and jth transmit antennas of Tn. Each
entry of H0n is assumed to be independent and Rayleigh distributed. We consider the
interference limited regime and ignore the AWGN contribution. For analysis, we will
consider the typical transmitter-receiver pair (T0, R0).

Interference cancelation: To cancel interference, each receiver multiplies its re-
ceived signal with vector q† that lies in the null space of the channel matrices cor-
responding to the interferers that are chosen for cancelation. Thus, if C ∈ Φ is the
subset of interferers to be canceled, then q ∈ O(HC), where O(HC) represents the
null/orthogonal space of matrixHC = [H0n], n ∈ C.

Which interferers to cancel: Each receiver Rn with multiple antennas has to
make a judicious choice of which interferers it should cancel before decoding its signal
of interest xn. The most natural choice it to cancel those interferers that maximize the
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post-cancelation SIR, i.e. to find subset C that solves

max
C

SIR = max
C

d−αqH00H
†
00q
†∑

Tn∈Φ\{T0,C} d
−α
n qH0nH

†
0nq†

. (2)

Solving (2), is however, complicated and also the performance analysis is difficult.
As we have seen in Chapter ??, typically, the closest interferers dominate the total
interference seen at any receiver. This motivates the choice of canceling the nearest
interferers in terms of distance from each receiverRn. Canceling the nearest interferers
is also efficient in terms of CSI requirement, since CSI from only the nearest interferers
to be canceled is required, in comparison to the global CSI requirement for solving (2).
Since any receiver with N antennas can cancel at most N interferers, CSI is only
needed from at most N nearest interferers. Throughout this chapter, for analyzing the
transmission capacity with multiple antennas, we assume that each receiver cancels its
nearest interferers.

Another choice for interference cancelation is to cancel those interferers that have
the largest interference power at the receiver. With this choice, some of the nearby
interferers may not be canceled if their channel gains are very low. After multiplica-
tion by the cancelation vector q†, however, the situation might change, and the post-
cancelation channel gain values of the nearby uncanceled interferers could become
moderately high, and they could start dominating the performance. We discuss this
choice briefly in Remark 3.11 from the transmission capacity point of view.

Choice of Decoder: To decode x0 from (1), the optimal decoder is the ML decoder,
that finds x0 that maximizes the likelihood P(y0|x0). As discussed in Chapter ??, the
complexity of the ML decoder is quite high since it finds the jointly optimal vector x0.
Moreover, for the transmission capacity analysis with the ML decoder, we need to be
able to analyze the outage probability P(I(x0; y0) < β), where I(x0; y0) is the mu-
tual information between input x0 and output y0. The exponent of outage probability
P(I(x0; y0) < β) for the MIMO channel is only known for the high SNR regime [1]
and that too in the absence of interference. Thus, in the presence of interference, mean-
ingful analysis of transmission capacity is not possible with the optimal ML decoder.
The obvious other choice is to consider linear decoders, such as ZF or minimum mean
square error (MMSE) decoder. As discussed in Section ??, with linear decoders, each
element of the input signal vector x0 is decoded separately allowing the use of scalar
outage probability expressions, while incurring linear decoding complexity in the size
of vector x0. For detailed analysis purposes, we will consider the ZF decoder, and
point out that identical results can be obtained for MMSE decoder as well in Remark
3.7. In particular, throughout this chapter, we consider a general ZF decoder called the
partial ZF decoder, that allows the flexibility of choosing how many SRDOF to use for
interference cancelation and leaving the remaining SRDOF for decoding the signal of
interest.

3.1 Transmission Capacity With Partial ZF Decoder
With k data streams sent from each transmitter, and each receiver using m SRDOF for
interference cancelation, let Ncanc =

⌊
m
k

⌋
be the number of nearest canceled inter-



CHAPTER X. Transmission Capacity of ad hoc Networks 5

ferers. To cancel the nearest interferers, let the indices of the interferers be sorted
in an increasing order in terms of their distance from the typical receiver R0, i.e.
d1 ≤ d2 ≤ . . . ≤ dNcanc ≤ dNcanc+1 ≤ . . .. Then the received signal (1) is

y0 = d−α/2H00(`)x0(`) +
k∑

j=1,j 6=`

d−α/2H00(j)x0(j)

+
∞∑
n=1

d−α/2n

k∑
j=1

H0n(j)xn(j), (3)

where we have intentionally separated the data stream x0(`) and the rest of the data
streams x0(1), . . . ,x0(`−1), x0(`+1), . . . ,x0(k), sent by the typical transmitter T0.

To decode the x0(`)th data stream sent from transmitter T0, ` = 1, 2, . . . , k, re-
ceiver R0 uses partial ZF decoder to remove the inter-stream interference from all the
other data streams

x0(1), . . . ,x0(`− 1), x0(`+ 1), . . . ,x0(k)

sent by transmitter T0, and all the k data streams transmitted by the Ncanc nearest
interferers xn(j), n = 1, 2, . . . , Ncanc, j = 1, 2, . . . , k.

Let

H = [H00(1) . . .H00(`− 1) H00(`+ 1) . . .H00(k) H01 H02 . . .H0Ncanc ] ,

whereH ∈ CN×m+k−1 be the channel matrix corresponding to the k− 1 inter-stream
interferers, and the Ncanc nearest interferers in (3), where H0n ∈ CN×k is the channel
matrix corresponding to the nth nearest interferer, N > m+k−1. Since each channel
coefficient is i.i.d. Rayleigh distributed, the rank of matrix H is m + k − 1 with
probability 1. Let S be the orthonormal basis of the null space O(H) of the matrix H,
where S has dimension N − (m + k − 1). To decode stream x0(`), the receiver R0

multiplies q†`, q†` ∈ O(H) to the received signal (3) to get

q†`y0 = d−α/2q†`H00(`)x0(`) +
∞∑

n=Ncanc+1

d−α/2n

k∑
j=1

q†`H0n(j)xn(j), (4)

` = 1, 2, . . . , k. Similar to the choice of which interferers to cancel, there is choice
for selecting the interference cancelation vector q†` . The obvious choice is the one that
maximizes the SIR, however, that leads to analytic intractability.

So we consider the next best option of choosing q†` ∈ O(H) that maximizes the
signal power s = |q†`H00(`)|2. In Lemma 3.1, we show that the optimal q` that
maximizes the signal power s is given by

q` =
H00(`)†SS†

|H00(`)†SS†| ,

and the signal power s = |q†`H00(`)|2 is χ2(2(N −m− k + 1)), since the dimension
of S is N − k −m + 1. Moreover, since q†` is chosen to maximize the signal power
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s = |q†`H00(`)|2, it does not depend on the uncanceled interferer’s channels H0n

for n ≥ Ncanc + 1 in (3). Hence the power of the jth stream of the nth interferer,
n ≥ Ncanc + 1, |q†`H0n(j)|2 is χ2(2), since each entry of H0n is independent and
Rayleigh distributed. Adding the contribution from k independent data streams of each
interferer, the total interference power of the nth uncanceled interferer from its k data
streams in (3) is pown =

∑k
j=1 |q

†
`H0n(j)|2 that is χ2(2k) distributed.

Lemma 3.1 Let Q ∈ CN×`,Q†Q = I. Then

arg max
v∈Q,|v|2=1

|v†h0|2 = |Q†h0|2,

and |Q†h0|2 is χ2(2`) if h0 ∈ CN×1 is complex Gaussian distributed with independent
entries that have zero mean and unit variance.

Proof: Without loss of generality, let v = Qx
|Qx| . From Cauchy-Schwarz inequality,

< h†0,Qx > = < h†0Q, x > ≤ |h†0Q|2,

and the maximum is achieved by x = Q†h0. Thus, we get that

max
v∈Q,|v|2=1

|v†h0|2 = |h†0QQ†h0|,

which is the norm of vector h†0Q.
Since the columns of Q are orthonormal, the covariance matrix of vector h†0Q of

length ` is diagonal, where the expectation is with respect to entries of h0. Thus, the
elements of h†0Q that are Gaussian distributed are uncorrelated, and hence are indepen-
dent. Since the norm of a `-length independent Gaussian vector is χ2(2`) distributed,
the result follows. More details can be found in [2]. �

Lemma 3.2 Let x1, . . . , xm be a set of m n-length Gaussian vectors, whose each el-
ement is independent with zero mean and unit variance. If vector y of length n is
independent of x1 . . . xm, then |y†xi|2 ∼ χ2(2), ∀ i and

∑m
i=1 |y†xi|2 ∼ χ2(2m).

Definition 3.3 With partial ZF decoder, from (4), the SIR for the `th stream is given by

SIR` =
d−αs∑∞

n=Ncanc+1 d
−α
n pown

, (5)

where from Lemma 3.1, signal power s = |q†`H00(`)|2 ∼ χ2(2(N − k−m+ 1)), and
from Lemma 3.2, interference power pown =

∑k
j=1 |q

†
`H0n(j)|2 ∼ χ2(2k).

Note that the same decoding strategy is used for each stream ` = 1, 2, . . . , k sent
by any transmitter Tn, therefore the SIR for each stream ` is identically distributed.
Henceforth we drop the subscript ` from SIR`, and represent it as SIR. Thus, for each
stream `, ` = 1, 2, . . . , k, the outage probability at rate B bits/sec/Hz is given by

Pout(B) = P (log(1 + SIR) ≤ B) ,
= P

(
SIR ≤ 2B − 1

)
. (6)
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Let 2B − 1 = β. Since k streams are transmitted simultaneously, the transmission
capacity is defined as

C = kλ(1− ε)B bits/sec/Hz/m2, (7)

where ε is the outage probability constraint for each data stream, and λ is the maxi-
mum density of nodes such that Pout(B) ≤ ε in (6). Here C represents the average
successful rate of information transfer across the network when each transmitter sends
k independent data streams.

From (5, 6),

Pout(B) = P
(
d−αs

Inc
≤ β

)
, (8)

where Inc =
∑∞
n=Ncanc+1 d

−α
n pown is the total interference from uncanceled interfer-

ers, dn ≤ dm, n < m, where dn’s are ordered in increasing distance from the receiver
R0.

Remark 3.4 For the case of k = 1 (single data stream transmission), the outage prob-
ability expression (6) and consequently the transmission capacity expression (7) is also
valid for the ML decoder. Thus, the performance of ML decoder and ZF decoder is
identical for k = 1. We will show in Theorem 3.5, that the optimal k? = 1 with the ZF
decoder and the transmission capacity scales at least linearly with N . Thus, the same
conclusion holds true for the ML decoder. What is left open is the fact whether k? = 1
for ML decoder or not? The simulation results (Fig. 3) point out that k? = 1 even for
the ML decoder.

To find the transmission capacity expression (7), and to maximize that with respect
to the number of transmitted data streams k, and the number of SRDOF m used to
cancel the nearest interferers, we need to find a closed form expression for the outage
probability (8). Unfortunately, that is hard to find since the distribution of Inc is un-
known. We thus rely on deriving upper and lower bounds on the outage probability
that allows us to find the optimal values of k and m that maximize the transmission
capacity.

The main result of this section is as follows that is derived from [3] and [4].

Theorem 3.5 The transmission capacity with multiple antennas and partial ZF de-
coder receiver scales as

C = Ω(N) and C = O(N1+ 2
α−

4
α2 ),

with the number of antennas N . The optimal lower bound is achieved by sending a
single data stream from each transmitter, k? = 1, and using m? =

(
1− 2

α

)
N SRDOF

for interference cancelation to cancel the
(
1− 2

α

)
N nearest interferers.

Theorem 3.5 tells us that similar to point-to-point channels without interference, the
transmission capacity of wireless network scales at least linearly with the number of
antennas N . The derived upper bound does not match with the lower bound, however,
the gap is negligible for path-loss exponents α close to 2 and the maximum gap is
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N1/4 at α = 4 for any 2 < α ≤ 4. The simulation results, however, suggest that
this gap is only a manifest of the proof technique, and not the underlying principle and
transmission capacity cannot scale faster than order N . Using simulations, we show
that the transmission capacity can at best scale linearly with N by checking for many
different combinations of k and m. Thus, a more finer analysis is required for exactly
characterising the scaling of the transmission capacity with multiple antennas. For the
special case, when each transmitter has a single antenna or chooses k = 1, we can
obtain the exact results for the scaling of transmission capacity with respect to number
of antennas N in Theorem 3.6.

A more important conclusion from Theorem 3.5 is that to maximize the lower
bound, i.e. to achieve linear scaling withN , k? = 1, andm? ∝ N , i.e. one should only
transmit a single data stream from each transmitter, while linearly scaling the SRDOF
dedicated for interference cancelation. To interpret this result, note that the number of
transmitted data streams are directly related to the interference power, and the number
of interferers that can be canceled by each receiver. Thus, in an interference limited
network such as a wireless network, minimizing the number of data streams transmit-
ted by each node keeps the interference power low and at the same time leaves enough
room for canceling significant number of nearest interferers at the receiver. Moreover,
by scaling the SRDOF used for interference cancelation linearly withN , the number of
nearest interferers that can be canceled scales linearly with N , while leaving sufficient
SRDOF (that also scales linearly in N ) for decoding the signal of interest.

For the special case when each transmitter is equipped with a single transmit an-
tenna, or chooses k = 1 irrespective of N , the proof of Theorem 3.5 can be used to
obtain the exact scaling of transmission capacity with the number of receiver antennas,
as follows.

Theorem 3.6 With a single antenna at each transmitter or fixed k = 1, the trans-
mission capacity with partial ZF decoder scales linearly with the number of receive
antennas N , i.e.

C = Θ(N),

and the optimal SRDOF for interference cancelation is m? =
(
1− 2

α

)
N .

Theorem (3.6) shows that linear scaling of transmission capacity is possible even
if each transmitter has a single antenna. Thus, in a wireless network, the role of mul-
tiple antennas at the receiver side is more important than the transmit side. This result
is in contrast to a point-to-point channel where the capacity scales linearly with the
minimum of the transmit and the receive antennas.

Remark 3.7 An alternate choice of linear decoder is the MMSE decoder, where to
decode the data stream x0(`) from received signal (1), Σ−1

` H00(`) is multiplied to the
received signal, where H00(`) is the `th column of H00, and

Σ` =
k∑

i=1,i6=`

d−αH00(i)H00(i)† +
∑

Tn∈Φ\{T0}

d−α/2n H0nH
†
0n

is the spatial covariance matrix of the inter-stream interference and interference caused
by other transmitters. The MMSE decoder is known to maximize the received SINR,
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and hence the lower bound derived for the transmission capacity in Theorem 3.5 with
partial ZF decoder also holds for the MMSE case as well.

To upper bound the transmission capacity with MMSE decoder, we can let the sig-
nal power with the MMSE decoder to be distributed as χ2(2N), which is clearly an ide-
alization since after canceling interferers by multiplying Σ−1

` H00(`), the signal power
is H†00(`)Σ−1

` H00(`) which is less than the norm of vector H00(`) that is distributed as
χ2(2N). Moreover, by selecting r = N (where r is the number of uncanceled nearest
interferers used for lower bounding the outage probability in Theorem 3.5) an upper
bound identical to Theorem 3.5 on the transmission capacity can also be found for the
MMSE decoder as well [5]. Thus, results obtained for the ZF decoder also hold for the
MMSE decoder as well.

Towards proving Theorem 3.5, we first upper and lower bound the outage proba-
bility (8) as follows.

Theorem 3.8 The outage probability (8) when the transmitter sends k independent
data streams, and the receiver cancels the Ncanc nearest interferers using the partial
ZF decoder, is lower bounded by

Pout(B) ≥ 1− N −m− k + 1

(kr − 1)dαβ (πλ)
α
2

(
Ncanc + r +

α

2

)α
2
,

for any r ∈ N+ such that kr > 1.

To derive this lower bound, we consider the interference contribution from only the
r nearest uncanceled interferer (the Ncanc +1st interferer to Ncanc + rth interferer) and
consider their aggregate interference

Irnc =
r∑
j=1

d−αNcanc+j
powNcanc+j . (9)

Since Irnc < Inc, from (8), we have

Pout(B) = P
(
d−αs

Inc
≤ β

)
≥ P

(
d−αs

Irnc
≤ β

)
.

For any r, we can efficiently bound the outage probability P
(
d−αs
Irnc
≤ β

)
using the

Markov’s inequality as follows.
Proof: Consider the interference contribution from only the r nearest uncanceled

interferers, Irnc. Fig. 2 illustrates this scenario, where the Ncanc (squares) have been
canceled, and only the interference coming from the r nearest uncanceled neighbors
of receiver R0 are considered towards computing the outage probability. To derive
the lower bound, we use the Markov’s inequality with s (signal power) as the random
variable and compute the expectation with respect to the interference power Irnc. From
(8),

1− Pout(B) = P (s > dαβInc)
≤ P (s > dαβIrnc) , since Irnc ≤ Inc from (9),

≤ E
{

E {s}
dαβIrnc

}
, from Markov’s inequality. (10)
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Ncanc nearest
intereferers are canceled
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Figure 2: Squares represent the Ncanc nearest canceled interferers with dashed lines,
colored circles represent the r nearest uncanceled interferers whose interference contri-
bution will be used to derive the lower bound on the outage probability, and uncolored
circles are all the other uncanceled interferers.
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Since interferers are ordered in increasing distance from the receiver R0, dNcanc+j ≤
dNcanc+r, j = 1, . . . , r − 1, we have Ifnc ≥ Irnc, where

Ifnc = d−αNcanc+r

r∑
j=1

powNcanc+j , (11)

is obtained by substituting for each of the path-loss term d−αNcanc+j
in Irnc by the path-loss

term of the farthest interferer d−αNcanc+r
. Hence, from (10),

1− Pout(B) ≤ E
{

E {s}
dαβIfnc

}
. (12)

There are three random variables involved in the analysis : signal power s, chan-
nel power of uncanceled interferers powNcanc+j’s, and the distance of the farthest un-
canceled interferers dNcanc+r considered for deriving the bound. From Definition 3.3,
s ∼ χ2(2(N −m− k+ 1)), and powNcanc+j’s are independent and χ2(2k) distributed,
hence their sum pow =

∑r
j=1 powNcanc+j ∼ χ2(2kr). Moreover, from Lemma 3.9,

we have πλd2
Ncanc+r

∼ χ2(2(Ncanc + r)).

Lemma 3.9 Let dn be the distance of the nth nearest node of a PPP Φ with density λ
from the origin. Then πλd2

n ∼ χ2(2n).

Proof: The result follows from the direct computation of the distribution of πλd2
n by

finding the distribution P(dn > r) using the void probability of PPP Φ with density λ.
�

Hence from (12), we have

1− Pout(B)
(a)

≤ E {s}
dαβ

E

{
1

d−αNcanc+r

}
E
{

1
pow

}
,

(b)
=

N − k −m+ 1

dαβ (πλ)
α
2

∫ ∞
0

xNcanc+r+
α
2 e−x

Ncanc + r!
dx

∫ ∞
0

powkr−2e−pow

kr − 1!
dpow,

≤ N − k −m+ 1

dαβ (πλ)
α
2

Γ
(
Ncanc + r + 1 + α

2

)
Γ (Ncanc + r + 1)

(
1

kr − 1

)
, (13)

where in (a) we have substituted for Ifnc from (11), and (b) follows since s ∼ χ2(2(N−
m− k + 1)), pow =

∑r
j=1 powNcanc+j ∼ χ2(2kr), and πλd2

Ncanc+r
∼ χ2(2r).

From Kershaw’s inequality [6], that states that Γ(x+1)
Γ(x+s) ≤

(
x− 1

2 +
√
s+ 1

4

)1−s

for x > 0, 0 < s < 1, since Γ(x+ 1) = xΓ(x) we have

Γ
(
Ncanc + r + 1 + α

2

)
Γ (Ncanc + r + 1)

≤
(
Ncanc + r + 1 +

α

2

)α
2
.

Hence from (13), we have,

1− Pout(B) ≤ N − k −m+ 1

(kr − 1)dαβ (πλ)
α
2

(
Ncanc + r +

α

2

)α
2
.
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�
Next, we derive an upper bound on the outage probability (8) using the Markov’s

inequality with Inc as the random variable. For that purpose, we compute an upper
bound on E{Inc} using the Campbell’s Theorem (Theorem ??).

Theorem 3.10 When each transmitter sends k independent data streams, and the re-
ceiver uses m SRDOF for canceling the Ncanc nearest interferers using the partial ZF
decoder, the outage probability (8) is upper bounded by

Pout(B) ≤


2kβ(πλ)

α
2

d−α(N−k−m)

(
α
2 − 1

)−1 (
Ncanc − dα2 e

)1−α2 , k +m < N,

1− exp
(
−dαβ2k(πλ)2(Ncanc−dα2 e)

1−α2

(α2−1)

)
, k +m = N.

Proof: To upper bound the outage probability P
(
d−αs
Inc
≤ β

)
(8), we use Markov’s

inequality with Inc =
∑∞
n=Ncanc+1 d

−α
n pown, as the random variable. To apply Markov’s

inequality on P(Inc ≥ d−αs
R ), we need to bound the expected interference from un-

canceled interferers E{Inc} as follows. From (8),

E{Inc} = E

 ∑
j≥Ncanc+1

d−αj powj

 ,

(a)
= 2kE

 ∑
j≥Ncanc+1

d−αj

 ,

(b)
= 2k

∑
j≥Ncanc+1

(πλ)
α
2

∫ ∞
0

x−α/2
xj−1 exp(−x)

(j − 1)!
dx,

= 2k(πλ)
α
2

∑
j≥Ncanc+1

Γ
(
j − α

2

)
Γ(j)

, (14)

where (a) follows since the power of jth interferer powj ∼ χ2(2k), and (b) follows
from Lemma 3.9 where πλd2

j ∼ χ2(2j). Note that Γ
(
j − α

2

)
is finite only for j > α

2 ,
thus we at least need to cancel at least α2 nearest interferers. Since, typically, 2 < α <

4, this is not much of a restriction. Using the Kershaw’s inequality [6], Γ(j−α2 )

Γ(j) ≤(
j −

⌈
α
2

⌉)−α2 , from (14), we get

E{Inc} ≤ 2k(πλ)
α
2

∑
j≥Ncanc+1

(
j −

⌈α
2

⌉)−α2
,

(d)

≤ 2k(πλ)
α
2

∫
Ncanc

(
x−

⌈α
2

⌉)−α2
dx,

= 2k(πλ)
α
2

(α
2
− 1
)−1 (

Ncanc −
⌈α

2

⌉)1−α2
, (15)

where (d) follows since x−α/2 is a decreasing function.
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Using (15), we now derive the required upper bound. From (8), Pout(B) =

P
(
Inc ≥

d−αs

β

)
= Es

{
P
(
Inc ≥

d−αs

β

)}
,

≤ E{Inc}β
d−α

E
{

1
s

}
, from Markov’s inequality.

From Definition 3.3, signal power s ∼ χ2(2(N−k−m+1)). Thus, forN > k+m,
we have E

{
1
s

}
= 1

N−k−m . Thus, substituting for the upper bound on the expected
interference from (15),

P
(
Inc ≥

d−αs

β

)
≤ 2βk(πλ)

α
2

d−α(N − k −m)

(α
2
− 1
)−1 (

Ncanc −
⌈α

2

⌉)1−α2
.

Since s ∼ χ2(2(N − k −m + 1)), with N = k + m, s is an exponential random
variable with parameter 1, and hence

Pout(B) = P(s ≤ dαβInc),
= E {1− exp (−dαβInc)} ,
= 1− exp (−dαβE {Inc}) , (16)

since exp is a convex function. Thus, we get the required bound by plugging in the
upper bound on E {Inc} from (15).

�
Using Theorems 3.8 and 3.10, we prove Theorem 3.5 as follows.
Proof: (Theorem 3.5) Recall that the number of nearest canceled interferers are

Ncanc =
⌊
m
k

⌋
. Using the definition of transmission capacity C = (1 − ε)λB, and

fixing Pout(B) = ε, from the lower bound derived on outage probability in Theorem
3.8, for any r ∈ N such that kr > 1,

C ≤ kR(1− ε)1− 2
α

π

(
N −m− k + 1

(kr − 1)dαβ

) 2
α (⌊m

k

⌋
+ r +

α

2

)
. (17)

In terms of scaling with N , the upper bound is increasing in m, the SRDOF used for
interference cancelation, as long as the total SRDOF do not exceedN , i.e., k+m < N .
Thus we fix m = Θ(N), the largest scaling factor with respect to N . Let the number
of data streams to transmit k = Θ(Nκ). We will find the tightest upper bound as a
function of κ. Recall that we can choose the parameter r, the number of uncanceled
interferers whose aggregate interference we accounted for while deriving the upper
bound in Theorem 3.10. We let r = N2/α.1 Then, for 1 − κ < α

2 , the upper bound

(17) is O
(
Nκ(1− 2

α )+ 4
α−

4
α2

)
, for which the optimal κ = 1, and yields

C = O
(
N1+ 2

α−
4
α2

)
.

1One can can take ceil or floor function if N2/α is not an integer
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For the other case of 1− κ ≥ α
2 , the upper bound (17) is O

(
N1− 2

α (1−κ− 2
α )
)

and the
optimal κ = 0 and upper bound is

C = O
(
N1+ 2

α−
4
α2

)
.

Thus, for any κ, we get
C = O

(
N1+ 2

α−
4
α2

)
.

Moving on to the lower bound, from Theorem 3.10, we consider the case of k+m <
N which provides a better lower bound than k + m = N . Equating Pout(B) = ε, we
have

C ≥ kR(1− ε)
π

(
ε(N − k −m)

kβdα

) 2
α (⌊m

k

⌋
−
⌈α

2

⌉)1− 2
α

. (18)

Clearly, k = 1, m = θN, θ ∈ (0, 1], yields C = Ω(N). Finding the best constant θ,
that maximizes the lower bound (18), is equivalent to solving,

max
θ

(1− θ) 2
α θ1− 2

α .

By setting the derivative to zero, the optimal value of θ? = 1 − 2
α . Note that the

lower bound on the transmission capacity is concave in m. Thus, to enforce the integer
constraint on m, m should be chosen as

⌊(
1− 2

α

)
N
⌋

or
⌈(

1− 2
α

)
N
⌉

depending on
whichever value maximizes the lower bound. �

Theorem 3.5 shows that with single data stream transmission, k = 1, and using a
linearly increasing (with N ) SRDOF for interference cancelation, m = θN , transmis-
sion capacity scales linearly with the number of antennas N . To interpret the optimal-

ity of k = 1 and m = θN , we need to look at (18), where the term
(

(N−k−m)
k

) 2
α

corresponds to the gain obtained by coherently combining the signal of interest using

N−k−m SRDOF, while the term
(⌊
m
k

⌋
−
⌈
α
2

⌉)1− 2
α is attributed to the gain obtained

by canceling the m nearest interferers. Thus, using k = 1 and m = θN , allows the
two terms to balance out each other and allows a linear increase of the transmission
capacity with number of antennas N .

To illustrate the scaling behavior of the transmission capacity with respect to the
number of antennas N , we plot the simulated transmission capacity with different
transmit-receive strategies, e.g. (k = 1,m = N − 1), (k = N/2, N − m = N/2),
and (k = 1,m = (1 − 2/α)N ) in Fig. 3 with increasing N . We plot the transmission
capacity with both the partial ZF decoder as well as the ML decoder. Since for k = 1,
both the ML and partial ZF decoder are identical, their transmission capacities are also
the same. As expected from our derived results, sending a single data stream and using
a constant fraction of SRDOF for interference cancelation, k = 1,m = (1 − 2/α)N ,
achieves a linear increase of transmission capacity with increasing N , in contrast to
sub-linear increase for the other two cases. More importantly, Fig. 3 shows that the
upper bound derived in Theorem 3.5 where transmission capacity scales super-linearly
with N is loose, and at best only linear increase in N is possible for transmission ca-
pacity. Fig. 3 also shows that performance of partial ZF decoder is very close to the
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Figure 3: Transmission capacity versus N with CSIR while canceling the nearest in-
terferers for k = 1, d = 1m, β = 1 bits, α = 3, ε = 0.1

ML decoder and all the conclusions we draw from Theorem 3.5 hold reasonably well
for the ML decoder as well.

An important lesson from Theorem 3.5 is the utility of using Markov’s inequality.
Typically, bounds obtained by Markov’s inequality are fairly loose, but for transmission
capacity purposes this seems to be a handy tool for obtaining tight enough scaling
bounds. Next, we indicate how to obtain the exact scaling results of Theorem 3.6,
when each transmitter has a single antenna or chooses k = 1.

Proof: (Theorem 3.6) For a single transmit antenna or single stream transmission
k = 1, we know from Theorem 3.5 that C = Ω(N) by using m = θN . Moreover,
from (17), for k = 1, choosing r = N with m = Θ(N), we get C = O(N), thus
finishing the proof. �

Remark 3.11 In this section, we have analyzed the case when each receiver cancels
the nearest interferers using its multiple antennas. Another logical choice is to cancel
those interferers that have the largest interference power at the receiver. With a single
transmit antenna and N receive antennas, the scaling behavior of transmission capac-
ity while canceling the N − 1 strongest interferers has been analyzed in [7], and it is
shown that the transmission capacity scales as ε1/N , where ε is the outage probability
constraint. Thus, using multiple antennas for canceling the strongest interferers leads
to diminished gains compared to canceling the nearest interferers, where the transmis-
sion capacity scales linearly with the number of antennas.

This might appear counter intuitive, however, it can be explained by nothing that
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while canceling the strongest interferers, some of the nearby interferers may not be
canceled if their channel gains are very low. Post-cancelation, i.e. after multiplica-
tion by the cancelation vector, the situation might change, and the interference power
from some of the nearest interferers could become moderate, in which case the nearby
interferers dominate the performance.

Next, using the results of this section, we find exact transmission capacity scaling
result with respect to the number of antennas when no no CSI about other interferers’
channels is available at any receiver, thereby precluding the possibility of interference
cancelation.

3.2 No Interference Cancelation
In this section, we consider the case when no receiver employs any interference cance-
lation and uses all its SRDOF for decoding the data streams transmitted by its intended
transmitter. This scenario is motivated for two important practical reasons. First, inter-
ference cancelation requires the knowledge of channel coefficients between the inter-
ferer and the receiver which is typically hard to get, especially in a wireless network.
Secondly, the hardware complexity of the receiver is fairly low without the interference
cancelation capability. We next show that there is no loss in terms of transmission ca-
pacity with or without interference cancelation in terms of scaling with respect to the
number of antennas. Thus, the restricted receiver design has no effect on the transmis-
sion capacity performance, though the optimal transmit strategy used at each transmit-
ter differs significantly with respect to the interference cancelation case. The advantage
of CSI shows up in simplified encoding/decoding, since with CSI only 1 data stream
needs to be transmitted and decoded to achieve linear scaling of the transmission ca-
pacity with multiple antennas, in comparison to a constant fraction of N data streams
that are transmitted and decoded without CSI.

Theorem 3.12 The transmission capacity with multiple antennas when receiver uses
ZF decoder and does not employ any interference cancelation, scales as C = Θ(N),
and the optimal number of data streams to transmit, k, scales linearly with N .

Proof: When no interferers are canceled, the SRDOF used for interference cancelation
is m = 0 or Ncanc = 0. Then from Theorem 3.10, for any r such that kr > 1, the
transmission capacity is upper bounded by

C ≤ kR(1− ε)1− 2
α

π

(
N − k + 1

(kr − 1)dαβ

) 2
α (

r +
α

2

)
. (19)

Since we have the freedom to choose r in the upper bound (Theorem 3.10), let r be
a constant independent of N . Then for number of transmitted data streams k = Nκ,
from (19), we have

C = O
(
NκN

2
α (1−κ)

)
= O

(
N

2
α+κ(1− 2

α )
)

= O(N),

for the optimal value of κ = 1.
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For the lower bound, similar to (18), for k < N with no interference cancelation
m = 0,

C ≥ kR(1− ε)
π

(
ε(N − k)
kβdα

) 2
α

. (20)

Letting k = Θ(N), immediately from (20), we get C = Ω(N), finishing the proof. �

Remark 3.13 If we fix single data stream transmission k = 1, then from (19) and
(20), we get that with no interference cancelation, the transmission capacity scales
only sub-linearly as Θ

(
N

2
α

)
. This result was originally found in [8] using a direct

outage probability computation. Thus to obtain linear scaling we have to scale the
number of transmitted data streams with N .

Remark 3.14 Theorem 3.12 has been independently derived in [9] by explicitly com-
puting the outage probability, rather than finding tight lower and upper bounds.

Comparing Theorem 3.12 with Theorem 3.5, interestingly, we conclude that with
or without interference cancelation, the transmission capacity scales linearly with N ,
and only the transmit-receive strategy changes. When no interference cancelation is
employed, the number of data streams sent from each transmitter should scale with the
number of antennas, as opposed to the case of interference cancelation where only sin-
gle data stream should be transmitted. With no interference cancelation, if the number
of data streams is not scaled with N , the transmission capacity scales only sub-linearly
with N (Remark 3.13). Thus, with single data stream transmission k = 1, the maximal
ratio combining (MRC) gain available at the receiver for decoding the only data stream
scales as N2/α, and to achieve a linear growth of transmission capacity, we need to
linearly scale the number of transmitted data streams with N .

From (20), one can easily show that using a
(
1− 2

α

)
fraction of the total transmit

antennas N maximizes the lower bound on the transmission capacity with no inter-
ference cancelation. Thus, for small path loss exponents α i.e. when the interference
is dominating, only a small number of data streams should be transmitted, while, for
large path loss exponents which corresponds to the weak interference regime, almost
all transmit antennas should be used to maximize the transmission capacity.

Remark 3.15 For a cellular communication network, when each transmitter sends k
independent data streams with equal power allocation, and no interference cancela-
tion is employed at the receiver, using a single transmit antenna is shown to maximize
the ergodic Shannon capacity in the presence of small number of strong co-channel
interferers in [10–13]. Thus, the results obtained in this section with no interference
cancelation for PPP distributed transmitter locations in a wireless network match with
results on cellular networks only for small path loss exponents α.

After discussing the case of having no CSI at any of the transmitters in this section,
we move on to the more general (put practically challenging) scenario in the next sec-
tion, when each transmitter is also assumed to have CSI for its corresponding receiver,
and find the impact of CSI availability at each transmitter on the transmission capacity.
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4 Channel State Information at Both Transmitter and
Receiver

In this section, we consider the case when in addition to each receiver having the CSI
for all the channels (Section 3), the transmitter also has CSI for the channel between
itself and its intended receiver. We refer to this as the CSIT case. From a transmission
capacity perspective, the CSIT case is fundamentally different than the CSIR case,
since with CSI, each transmitter can increase the signal power at its intended receiver
by steering the beam towards it, and possibly the role of multiple receiver antennas and
consequently the transmission capacity scaling is different from the CSIR case.

Remark 4.1 With global CSIT, each transmitter could also use its multiple antennas
for interference suppression by nulling out its signal towards unintended receivers. We
consider the interference suppression role of multiple transmit antennas in Section 5
together with a cognitive radio network.

We begin with a brief background on using CSIT for a point-to-point multiple an-
tenna channel without interference. Lets consider a point-to-point multiple antenna
channel, where H ∈ CN×N is the channel matrix between the transmitter-receiver pair
with N antennas each. If x̃ is the transmit signal, then the received signal is given by

y = Hx̃ + w, (21)

where w is the AWGN vector with independent entries that have zero mean and unit
variance. Let H = UDV† be the singularvalue decomposition of H. To maximize the
mutual information, the transmitter sends its signal over the strongest singular values
of the channel H [?]. Let Vk be the matrix consisting of the first k columns of V
corresponding to the k strongest eigenvalues of HH†. Thus, if x ∈ Ck×1 is the input
signal, then the transmitter sends x̃ = Vkx through its N antennas, and the received
signal is

y = UDV†Vkx + w. (22)

The case of k = 1 is referred to as beamforming, while the case of k > 1 is called
multi-mode beamforming. With multi-mode beamforming, if the receiver multiplies
the received signal (22) with U†, the equivalent received signal is given by

y(`) = D(`, `)x(`) + ŵ(`), (23)

for ` = 1, . . . , k, where noise contributions ŵ(`) are Gaussian and independent ∀ `,
since U† is unitary. Thus, with CSIT, the received signal gets decouples into k inde-
pendent signals, where the signal power of the `th channel is equal to the `th eigenvalue
of HH†. Thus, the knowledge of H not only helps in increasing the received SNR, but
also simplifies the decoding since each element of the input signal x can be decoded
independently.

Now we look at our model with interference. We assume that each transmit-
ter uses multi-mode beamforming even in the presence of interferers. As before,
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Figure 4: Transmit-receive strategy with beamforming at the transmitter.

Hnm ∈ CN×N represents the channel matrix between transmitter Tm and receiver
Rn. Transmitter Tn is assumed to only know Hnn, the channel between itself and its
corresponding receiver.

Consider the typical transmitter-receiver pair (T0, R0). Let the singularvalue de-
composition of H00 ∈ CN×N (channel between T0 and R0) be U00D00V

†
00. Let

k, k ∈ [1, 2, . . . , N ] denote the number of independent data streams (STDOF) sent
by each transmitter to its receiver. Then with multi-mode beamforming, transmitter
T0 sends Vk

00x0, where Vk
00 be the matrix consisting of first k columns of V00 corre-

sponding to the k strongest eigenvalues of H00H
†
00, and x0 ∈ Ck×1 is the data vector

consisting of k independent streams, where each stream is CN
(
0, 1

k

)
distributed. Note

that in contrast to the CSIR case, with CSIT, the k data streams are transmitted by all the
N transmit antennas via processing through Vk

00. For keeping the analysis tractable,
we consider equal power allocation among the k transmitted streams.

Similar to the case of point-to-point channel with no interference (23), we will show
in (27) that even in a wireless network, with multi-mode beamforming, the channel
between each transmitter-receiver pair is equivalent to k scalar parallel channels with
no inter-stream interference in contrast to the CSIR case. Thus, we assume that each
receiver uses k SRDOF to receive the intended signal, while the remaining N − k
SRDOF are used for canceling the c(k) =

⌊
N
k

⌋
− 1 nearest interferers.

To cancel the c(k) interferers, the receiver projects the received signal on to the null
space of the c(k) interferers. A block diagram depicting the transmit-receive strategy
is illustrated in Fig. 4.

Using multi-mode beamforming at each transmitter, the received signal y0 ∈ CN×1

at receiver R0 is

y0 = d−α/2H00Vk
00 x0 +

∑
Tn:Φ\{T0}

d−α/2n H0nVk
nnxn, (24)

where Vnn is the matrix of the right singular vectors of the channel between transmitter
n and receiver n, Vk

nn are the first k columns of Vnn, Hnn = UnnDnnV†nn. Let the
indices of the interferers be sorted in an increasing order in terms of their distance from
R0, i.e. d1 ≤ d2 ≤ . . . ≤ dc(k) ≤ dc(k)+1 ≤ . . .. Let S be the basis of the null space
of the channel matrices [H01 . . .H0c(k)] corresponding to the c(k) nearest interferers
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to be canceled. Since N − k SRDOF are used for interference cancelation, S ∈ Ck×N .
Multiplying S to the received signal (24),

Sy0 = d−α/2SU00D00V
†
00V

k
00 x0 +

∞∑
n=c(k)+1

d−α/2n SH0nVk
nnxn,

= d−α/2SUk
00D

k
00x0 +

∞∑
n=c(k)+1

d−α/2n SH0nVk
nnxn, (25)

where Uk
00 is the N × k matrix consisting of the first k columns of U00, and Dk

00 ∈
Ck×k is the diagonal matrix consisting of the first k entries of D00. Since S, and Uk

00

are both of rank k, and are independent of each other with each entry drawn from a
continuous distribution, SUk

00 is full rank with probability 1. Multiplying
(
SUk

00

)−1

to the received signal (25)

ŷ0 = d−α/2Dk
00x0 +

∞∑
n=c(k)+1

d−α/2n

(
SUk

00

)−1
SH0nVk

nnxn. (26)

Note that D00 is the diagonal matrix of the eigenvalues of H00H
†
00. Denoting the

`th eigenvalue of H00H
†
00 by σ`(H00), the received signal (26) can be decomposed

into k parallel channels as

ŷ0(`) = d−α/2
√
σ`(H00)x0(`) +

∞∑
n=c(k)+1

d−α/2n

k∑
j=1

gn(`, j)xn(j), ` = 1, 2, . . . , k,

(27)
where xn(j) is the jth element of the transmitted vector xn, gn(`, j) is the (`, j)th

element of
(
SUk

00

)−1
SH0nVk

nn.
Thus, with multi-mode beamforming, as shown in (27), the received signal can be

decomposed into k parallel channels, with the `th channel corresponding to the data
stream x0(`) having no contribution from data streams x0(1), . . . ,x0(` − 1),x0(` +
1), . . .x0(k). Therefore, with multi-mode beamforming, there is no inter-stream inter-
ference from the other k − 1 data streams sent by the same transmitter. Thus, using
N − k SRDOF for interference cancelation, c(k) =

⌊
N−k
k

⌋
nearest interferers can be

canceled at each receiver.
Since S, Uk

00, and Vnn, are independent of H0n, gn(`, j)’s in (27) are independent
for j = 1, . . . , k, and each gn(`, j) ∼ χ2(2) from Lemma 3.2. Thus, the interference
power of the `th data stream of the nth interferer

pown(`) = E


∣∣∣∣∣∣
k∑
j=1

gn(`, j)xn(j)

∣∣∣∣∣∣
2
 ∼ χ2(2k).

Let
In(`) = d−αn pown(`)
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be the interference power of the nth interferer for the `th channel in (27). Since S and
Uk

00 are independent of H0n, gn(`, j)’s and consequently pown(`)’s are identically
distributed for all `, and it follows that In(`) is identically distributed for all `. Then the
total interference power seen at receiver R0 for the `th channel corresponding to signal
x0(`) in (27) is Inc(`) =

∑∞
n=c(k)+1 In(`). Since In(`) is identically distributed for

all `, it follows that Inc(`) is also identically distributed for all ` = 1, . . . , k channels.
We assume an uniform data rate of B bits/sec/Hz on each of the k transmitted data

streams.2 By combining the k streams, the total rate of transmission between a source
and destination is kB bits/sec/Hz. To define outage probability, we consider the outage
event of the data stream with the worst channel gain, which in this case is the kth data
stream, since the eigenvalues of H00H

†
00 are indexed in the decreasing order. Thus,

the outage probability for any channel in (27) is at most

Pout(B) = P
(

log
(

1 +
d−ασk(H00)

Inc(k)

)
≤ B

)
,

= P
(
d−ασk(H00)

Inc(k)
≤ 2B − 1

)
, (28)

where σk(H00) is the kth eigenvalue of H00H
†
00. Since, Inc(`) is identically dis-

tributed for each ` = 1, 2, . . . , k, from here on we drop the index ` and represent
Inc(`) as Inc for each ` = 1, 2, . . . , k. Thus, with 2B − 1 = β

Pout(B) = P
(
d−ασk(H00)

Inc
≤ β

)
, (29)

where

Inc =
∞∑

n=c(k)+1

d−αn pown, di ≤ dj , i < j,

and pown are i.i.d. with χ2(2k) distribution.
This definition of outage probability (29) implies that if Pout(B) = ε, then all the

k streams can at least support a data rate of B bits/sec/Hz with probability 1 − ε, and
the transmission capacity is defined as

C = kλ(1− ε)B bits/sec/Hz/m2,

by combining the contribution from all the k transmitted data streams. Deriving a
closed form expression for the outage probability requires the distribution of Inc, and
σk(H00), the kth maximum eigenvalue of the Wishart matrix H00H

†
00. Unfortunately,

both these distributions are unknown, and hence finding an exact expression for the
outage probability is difficult. To facilitate analysis, we use upper and lower bounds
on the outage probability derived in Theorems 3.8 and 3.10, and then find the optimal
number of data streams k that maximize the transmission capacity.

2In general with multi-mode beamforming, data rates can be a function of the magnitude of the eigen-
values, however, that requires finding the optimal rate allocation that minimizes the maximum of the outage
probability on k different streams, which is an unsolved problem.
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Figure 5: Empirical expected value of the reciprocal of the largest eigenvalue of
H00H

†
00.

Use of Theorems 3.8 and 3.10 also allows us to circumvent the problem of re-
quiring a simple closed form expression for the probability density function (PDF) of
σk(H00). For our analysis, it will suffice to know the expected value of the maximum
eigenvalue of H00H

†
00, σ1(H00), and the expected value of the reciprocal of σ1(H00).

For large N , the maximum eigenvalue of H00H
†
00, σ1(H00), converges to 4N [14],

and E{σ1(H00)} ≈ 4N . With extensive simulation results, Fig. 5, we observe that
E{ 1

σ1(H00)} ≈ 1
3.5N , however, an analytical proof for this result cannot be found read-

ily in literature. Note that the constant 1/3.5 is immaterial for us, we are only interested
in the scaling of the mean of the reciprocal of the maximum eigenvalue of Wishart ma-
trix with N and our simulations show that mean of the reciprocal of the maximum
eigenvalue of Wishart matrix does not decrease faster than N−1. We will use both
these large N approximations on E{σ1(H00)}, and E{ 1

σ1(H00)}, for our analysis.
The main result of this section is as follows that characterizes the scaling of trans-

mission capacity with multiple antennas using multi-mode beamforming.

Theorem 4.2 With multi-mode beamforming and ZF decoder, the transmission capac-
ity scales as

C = Ω(N), and C = O(N1+ 2
α−

4
α2 )
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with the number of antennas N . The optimal lower bound is achieved by k? = 1 and
c(k) = N − 1, i.e. sending only one data stream on the strongest eigenvector, and
canceling the maximum number of interferers N − 1, is optimal.

Proof: With the number of nearest canceled interferers to be c(k) =
⌊
N
k

⌋
− 1,

from Theorem 3.10, for any r such that kr > 1,

C ≤ kR(1− ε)1− 2
α

π

(
E{σk(H00)}
(kr − 1)dαβ

) 2
α
(⌊

N

k

⌋
− 1 + r +

α

2

)
, (30)

where we have replaced the expected signal power E{s} = N − m − k + 1 of the
CSIR case with E{σk(H00)}, the expected signal power of the kth data stream with
multi-mode beamforming (26). Recall that we have ordered the eigenvalues σk(H00)
in decreasing order, σk(H00) ≥ σm if k > m. From [14], E{σ1(H00)} = 4N , hence
E{σk(H00)} < 4N for k > 1. Hence, from (30), similar to the proof of Theorem 3.5,
we can show that

C = O
(
N1+ 2

α−
4
α2

)
with r = N2/α by parametrizing k = Nκ and finding the best κ.

For the lower bound, by substituting E
{

1
s

}
= E

{
1

σk(H00)

}
in Theorem 3.8 for

k < N , we have

C ≥ kR(1− ε)
π

 ε

kE
{

1
σk(H00)

}
βdα

 2
α (⌊

N

k

⌋
− 1−

⌈α
2

⌉)1− 2
α

. (31)

As pointed out earlier, E{ 1
σ1(H00)} = 1

3.5N , E{ 1
σk(H00)} > 1

3.5N for k > 1. Thus,
evaluating the lower bound (31) at k = 1, we get C = Ω(N).

�
With multi-mode beamforming, the lower bound on the transmission capacity is

maximized by using single stream beamforming (k = 1) together with canceling the
N−1 nearest interferers, and the lower bound scales linearly withN . Thus, comparing
the CSIT and CSIR cases, the transmission strategy remains identical, but the reception
strategy is completely different (with the CSIR case m = Θ(N) nearest interferers
are canceled). This difference is because in the CSIT case, the average signal power
(strongest eigenvalue) scales linearly with N without any processing at the receiver,
while in the CSIR case, it is independent of N if signals received at multiple receive
antennas are not combined at the receiver. Thus, in the CSIR case, to boost the signal
power so that it scales with N , Θ(N) SRDOF are required for decoding the signal of
interest allowing only m = Θ(N) nearest interferers to be canceled.

The derived bounds on the transmission capacity in both the CSIR and CSIT cases
are identical, implying that the value of channel feedback (which is generally costly)
is fairly limited. There is, however, a constant multiplicative gain of 4 in terms of
signal power with CSIT, since with the optimal mode of k = 1, the signal power
E{σ1(H00)} = 4N in comparison to order N for the CSIR case. The real advantage
of CSIT is the simplified encoding and decoding, since with CSIT, the multiple data
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Figure 6: Transmission capacity versus the number of antennas N with multi-mode
beamforming and canceling the nearest interferers with single stream data transmission
k = 1, d = 5m, β = 1 (B = 1 bits/sec/Hz), α = 4, ε = 0.1

streams sent by the transmitter can be resolved as parallel channels at the receiver
resulting in independent decoding.

To illustrate the scaling behavior of the transmission capacity with CSIT as a func-
tion of the number of antennas N , we plot the derived lower and upper bound, and
the simulated transmission capacity in Fig. 6, for k = 1, d = 5m, path-loss exponent
α = 4 and outage probability constraint of ε = 0.1 with increasing N . We see that
the transmission capacity grows linearly even for α = 4, for which the upper bound
suggests super-linear scaling of N1+1/4. Thus, the derived lower bound that scales lin-
early N is tight, however, some more analytical work is required to tighten the upper
bound to make it scale linearly with N . To show the optimality of using a single data
stream from each transmitter k, in Fig. 7, we plot the transmission capacity as a func-
tion of k for total N = 8 antennas. Fig. 7, clearly shows that the transmission capacity
with multi-mode beamforming is a decreasing function of k, and sending a single data
stream is optimal in a wireless network.

Similar to the CSIR case, for the CSIT case, we can get the exact result for the
special case when each receiver employs no interference cancelation. We show that
with no interference cancelation, the transmission capacity scales as Θ(N) and the
optimal number of data streams to transmit is k = Θ(N). Further, if the number of
receive antennas is 1, then we show that the transmission capacity is Θ(N

2
α ), i.e. scales

sub-linearly with N .
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Theorem 4.3 Without interference cancelation at any receiver, with multi-mode beam-
forming, the transmission capacity is C = Θ(N), and the optimal number of data
streams to transmit is k = θN, θ ∈ (0, 1]. If the number of receive antennas is 1,
then the transmission capacity is C = Θ(N

2
α ), where N is the number of transmit

antennas.

Proof: Follows similarly to the proof of Theorem 4.2 �

Remark 4.4 In this section, even though we have assumed the availability of CSI at
each transmitter, we have not accounted for resources required for feeding back CSI
from each receiver. In general, it is a hard problem to quantify the effects of feedback.
In Chapter ??, we present some results in that direction.

5 Spectrum-Sharing/Cognitive Radios
After considering the dual role of multiple antennas in previous sections, sending mul-
tiple data streams from the transmitter and canceling interference at the receiver, in this
section, we look at the third possible role of multiple antennas in a wireless network:
using them at the transmitter for suppressing interference towards other receivers. To
highlight this feature, we consider a cognitive/secondary wireless network that is over-
laid over a pre-existing/primary wireless network that consists of licensed/primary
nodes.

In particular, we consider two co-existing networks, one primary and other sec-
ondary, where primary network is oblivious to the presence of the secondary network,
while the secondary network is aware of the primary network. For the primary net-
work, we assume the same model as in Section 3, where each primary transmitter has
a primary receiver associated with it at a fixed of fixed distance dp, with SIR threshold
βp, and under an outage probability constraint of εp at each receiver, except that each
transmitter and receiver has a single antenna. Thus, from Theorem ??, the maximum
density of primary network is

λ?p =
ln(1− εp)
cβ

2
α
p d2

p

,

for a constant c.
The secondary network is overlaid on top of the primary network, where each sec-

ondary transmitter has a secondary receiver associated with it at a fixed of fixed distance
ds, with density λs and SIR threshold βs, under an outage probability constraint of εs
at each secondary receiver. Clearly, the presence of secondary transmitters increases
the interference seen at any primary receiver, thus, if λs 6= 0, the primary outage prob-
ability constraint of εp cannot be met if the primary network is operating with density
λ?p. Therefore, λs = 0, if primary network density is λ?p and primary outage probability
constraint is εp.

To make the problem non-degenerate, we relax the primary outage probability con-
straint of εp to εp + ∆p while keeping the primary network density to be λ?p, and find
the maximum value of λs such that the relaxed primary outage probability constraint
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of εp + ∆p, and the secondary outage probability constraint of εs is satisfied simulta-
neously.

We assume that the secondary nodes are equipped with multiple transmit and re-
ceive antennas. Multiple antennas at each secondary transmitter node are used for
interference suppression towards primary receivers, while multiple receive antennas
are interference cancelation at each secondary receiver Since the secondary network
has to operate under an outage probability constraint at each primary node, it is impor-
tant to control the interference that each secondary node creates, and this is where the
interference suppression feature of multiple transmit antennas comes to the fore.

We let the locations of primary and secondary transmitters to be distributed as two
independent homogenous PPPs with density λ1, and λ2, respectively. We consider
an ALOHA random access protocol for both the primary and secondary transmitters,
with access probability p. Consequently, the active primary and secondary transmitter
processes are also homogenous PPPs on a two-dimensional plane with density λp =
pλ1, and λs = pλ2, respectively.

Let the location of the nth active primary transmitter be Tpn, and the nth active
secondary transmitter be Tsn. The set of all active primary and secondary transmitters
is denoted by Φp = {Tpn, n ∈ N} and Φs = {Tsn, n ∈ N}, respectively.

We assume that each secondary transmitter has Nt antennas, while each secondary
receiver has Nr antennas. We also assume that each secondary transmitter has CSI for
its corresponding receiver, as well as for its Nt nearest primary receivers that is used
to suppress interference towards them. Each secondary receiver is assumed to have
CSI for its intended transmitter as well as for its Nr nearest interferers (from the union
Φs ∪ Φp). The system model of overlaid wireless networks under consideration is il-
lustrated in Fig. 8, where the squares represent the primary transmitters and receivers,
while the dots represent the secondary transmitters and receivers, and a dashed line in-
dicates a suppressed interferer. We restrict ourselves to the case when each secondary
transmitter sends only one data stream using its multiple antennas to its intended sec-
ondary receiver.

Let the beamformer used by the nth secondary transmitter for interference suppres-
sion towards primary receivers is denoted by bn ∈ CN×1. Then, the received signal at
the primary receiver Rp0 is

y0 =
√
Ppd

−α/2
p h00xp0 +

∑
n:Tpn∈Φp\{Tp0}

√
Ppd

−α/2
pp,n h0nxpn

+
∑

n:Tsn∈Φs

√
Ps
N
d−α/2sp,n g0nbnxsn, (32)

where Pp and Ps is the transmit power of each primary and secondary transmitter,
respectively, h0n ∈ C is the channel between the nth primary transmitter Tpn and a
primary receiver Rp0, g0n ∈ C1×N is the channel vector between the nth secondary
transmitter Tsn with Nt antennas and Rp0, dpp,n and dsp,n is the distance between Tpn
and Rp0, and Tsn and Rp0, respectively, xpn and xsn are data signals transmitted from
Tpn and Tsn, respectively, with xpn, xsn ∼ CN(0, 1).

The second term of (32) corresponds to the interference received from primary
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transmitters at the primary receiver Rp0, while the third term corresponds to the inter-
ference received from secondary transmitters at the primary receiver Rp0.

We consider the interference limited regime, i.e. noise power is negligible com-
pared to the interference power, and drop the AWGN contribution. We assume that
each h0n, and each entry of g0n is i.i.d. Rayleigh distributed.

Similarly, the CNr×1 received signal v0 at the secondary receiver Rs0 is

v0 =

√
Ps
N
d−α/2s Q00b0xs0 +

∑
n:Tsn∈Φs\{Ts0}

√
Ps
N
d−α/2ss,n Q0nbnxsn

+
∑

n:Tpn∈Φp

√
Ppd

−α/2
ps,n f0nxpn, (33)

where dss,n and dps,n is the distance between Tsn and Rs0, and Tpn and Rs0, respec-
tively, Q0n ∈ CNr×N is the multiple antenna channel between the secondary transmit-
ter Tsn and secondary receiver Rs0, f0n ∈ CNr×1 is the channel vector between Tpn
and Rs0. Each of the channel coefficients are assumed to be Rayleigh distributed.

Secondary Transmitter Interference Suppression: To minimize the interference
caused at primary receivers, the Nt transmit antennas at each secondary transmitter
are used to suppress interference towards its Nt − 1 nearest primary receivers. Thus,
the beamformer (suppressing vector) employed by the nth secondary transmitter bn
lies in the null space of the channel vectors of the Nt nearest primary receivers, i.e.,
[g†1n . . .g

†
Nt−1n], to suppress the interference towards its Nt − 1 nearest primary re-

ceivers.

Remark 5.1 Note that each secondary transmitter nulls/suppresses its signal towards
its Nt − 1 nearest primary receivers. However, from a primary receiver’s perspec-
tive this does not translate into not receiving any interference from its Nt − 1 nearest
secondary transmitters.

Let Nsupp be the random variable denoting the number of consecutive nearest sec-
ondary interferers that appear suppressed at the typical primary receiver Rp0. For ex-
ample, as shown in Fig. 9, each secondary transmitter tries to suppress interference
towards its 3 nearest primary receivers. A dashed line indicates suppressed interferer
while a solid line indicates non-suppressed interferer. In Fig. 9, we can see that the
primary receiver Rp0 can still receive interference from its second nearest secondary
transmitter Ts1, in which case Nsupp = 1.

With Nsupp = c nearest secondary interferers suppressed at primary receiver Rp0,
the interference received from both the primary and secondary transmitters at the pri-
mary receiver Rp0 in (32) is

Imimo(c) =
∑

n:Tpn∈Φp\{Tp0}

Ppd
−α
pp,n|h0n|2︸ ︷︷ ︸

Ipp

+
∑

n:n>c, Tsn∈Φs

Psd
−α
sp,n|g0nbn|2︸ ︷︷ ︸

Ic
sp

. (34)

Thus, with signal model (32), the SIR at Rp0 is

SIRp =
Ppd

−α
p |h00|2

Imimo(c)
. (35)



CHAPTER X. Transmission Capacity of ad hoc Networks 29

Spatial 

Interference

Suppression

Beamformer

Interference 
Canceler

d
Ts0

Rs0

primary receivers
1

1

xs0

Nt

Nr

b0

Nt − 1 nearest

Figure 8: Transmit-receive strategy of secondary transmitters and receivers (dots) and
primary transmitters and receivers (squares), where each secondary transmitter sup-
presses its interference towards its Nt − 1 nearest primary receivers.

Secondary Receiver Interference Cancelation: Similar to Section 3, we consider
the use of a partial ZF decoder at each secondary receiver, that uses its m SRDOF
for canceling the nearest interferers from the union of the primary and the secondary
interferers, and the remaining N − m SRDOF are used for decoding the signal of
interest. Since each primary and secondary transmitter sends a single data stream, the
number of interferers that can be canceled at each secondary receiver using m SRDOF
is m.

For interference cancelation, let the nth secondary receiver multiply t†n to the re-
ceived signal (33). Then t†n lies in the null space of channel vectors corresponding
to its m nearest interferers from {Φp ∪ Φs}\{Tsn} chosen such that it maximizes the
signal power |t†nQnnbn|2 in (33).

Thus, from (33), the SIR at the secondary receiver Rs0 is

SIRs =
Psd
−α
s |t†0Q00b0|2∑

n:Tsn∈Φs\{Ts0} Psd
−α
ss,n|t†nQ0nbn|2 +

∑
n:Tpn∈Φp

Ppd
−α
ps,n|t†0f0n|2

, (36)

where the beamforming vector bn used by secondary transmitter Tsn lies in the null
space of [g†1n . . .g

†
N−1n] to suppress the interference from Tsn towards itsNt−1 near-

est primary receivers, and tn lies in the null space of channel vectors corresponding to
the m nearest interferers of Rs0 from {Φp ∪Φs}\{Tsn} chosen such that it maximizes
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Figure 9: Each dot (secondary transmitter) suppresses its interference towards its 3
nearest squares (primary receivers) denoted by dashed lines, but still a blue node can
receive interference from one of its 3 nearest red nodes.

the signal power |t†Qnnbn|2. From Lemma 5.2, optimal

tn =
(Qnnu)†SS†

|(Qnnu)†SS†| ,

where S ∈ CNr×Nr−m is the orthonormal basis of the null space of channel vectors
corresponding to the m nearest interferers of Rs0 from Φp ∪ Φs\{Tsn}.

Lemma 5.2 The signal power s = |t†0Q00b0|2 in (36) at the secondary receiver with

tn = (Qnnu)†SS†

|(Qnnu)†SS†| is∼ χ2(2(Nr−m)). The interference power at secondary receiver

from the secondary transmitter n in (36), pow0n
ss = |t†0q0nbn|2, and the interference

power at secondary receiver from the primary transmitter n in (36), pow0n
ps = |t†0f0n|2

is ∼ χ2(2).

Proof: The first statement follows from Lemma 3.1. The second and third state-
ment follows since t†0, bn, and q0n are independent, and since each entry of q0n, f0n ∼
CN (0, 1). �

We next present an alternate way of representing the interference term in (36), that
allows both easy analysis and simpler notation.

Lemma 5.3 The interference term in (36)

Is =
∑

n:Tsn∈Φs\{Ts0}

Psd
−α
ss,npow0n

ss +
∑

n:Tpn∈Φp

Ppd
−α
ps,npow0n

ps



CHAPTER X. Transmission Capacity of ad hoc Networks 31

received at the typical secondary receiver Rs0 can also be written as∑
n:T∈Φ\{Ts0}

Pnd
−α
n pow0n,

where pow0n is ∼ χ2(2), Φ = {Φs ∪ Φp}, and Pn is a binary random variable which
takes value Pp with probability λp

λp+λs
, and value Ps with probability λs

λp+λs
.

Essentially, the Lemma says that the aggregate interference seen at a secondary receiver
can be thought of as interference coming for a single PPP Φ that is a union of the
primary and the secondary transmitter’s PPP, and where each node of PPP Φ transmits
with either power Ps or Pp with probability λs

λp+λs
and λp

λp+λs
, respectively.

Proof: Since the superposition of two independent PPP’s is a PPP, consider the
union of Φp and Φs that are independent as a single PPP Φ = {Φs ∪ Φp}. Thus, the
interference received at the typical secondary receiver Rs0 is derived from the trans-
mitters corresponding to Φ with channel gains pow0n

ss or pow0n
ps , where both pow0n

ss

and pow0n
ps are ∼ χ2(2), and is denoted as pow. Note that the primary transmitters

use power Pp, and the secondary transmitters use power Ps. The probability that any
randomly chosen node of Φ belongs to Φp is λp

λp+λs
, hence the power transmitted by

any node of Φ is Pp with probability λp
λp+λs

, and Ps with probability λs
λp+λs

. �
Thus, we can write the SIR expression (36) at the typical secondary receiver Rs0

after canceling the m nearest interferers from Φ = Φp ∪Φs at secondary receiver Rs0,
more compactly as

SIRs =
Psd
−α
s |t†0Q00b0|2∑

n>m, Tn∈Φ\{Ts0} Pnd
−α
n pow0n

. (37)

We assume that the rate of transmission for each primary (secondary) transmitter
is Rp = log(1 + βp) (Rs = log(1 + βs)) bits/sec/Hz. Therefore, a packet transmitted
by Tp0 (Ts0) can be successfully decoded at Rp0 (Rs0), if SIRp ≥ βp (SIRs ≥ βs).
Without the presence of secondary network, the SIR at the primary receiver Rp0 is

SIRncp =
Ppd

−α
p |h00|2∑

n:T∈Φp\{Ts0} Pnd
−α
n pow0n

. (38)

Primary Network Outage Model: For a given rate Rp bits/sec/Hz and primary
outage probability constraint εp, let λ?p be the maximum density for which the outage
probability of the primary network

Pncp,out = P
(
SIRncp ≤ βp

)
≤ εp. (39)

From Theorem ??, λ?p = ln(1−εp)

cβ
2
α
p d2p

. We assume that the primary network operates at the

largest permissible density λ?p.
Allowing secondary transmissions to co-exist with the primary transmissions, in-

creases the interference received at Rp0 as quantified in SIRp (35) compared to SIRncp
(38), and thereby increases the outage probability from Pp,out(βp)nc (39) to

Pp,out(βp) = P (SIRp ≤ βp) . (40)
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Thus, if the primary outage probability constraint is fixed at εp, and the primary net-
work density is λ?p, the density of the secondary transmitters cannot be non-zero.

To make the problem non-trivial, we consider an increased outage probability tol-
erance at the primary receivers of εp + ∆p.

Secondary Network Outage Model: For the secondary network we consider the
usual outage probability constraint of Ps,out(βs) = P (SIRs ≤ βs) ≤ εs. Thus, we
want to find the maximum density of secondary transmitters λs satisfying both the
outage constraint at primary receivers Pp,out(βp) ≤ εp + ∆p, and secondary receivers
Ps,out(βs) = P (SIRs ≤ βs) ≤ εs for primary nodes’ density λ?p. Thus, the maximum
density of the secondary network is

λ?s = max
Pp,out(βp)≤εp+∆p, Ps,out(βs)≤εs

λ.

Consequently, the transmission capacity of the secondary network is defined as

Cs = λ?s(1− εs)Rs bits/sec/Hz/m2.

In the following, we derive λ?s as a function of secondary transmit (Nt) and receive
(Nr) antennas via computing the outage probabilities. To compute the outage proba-
bility Pp,out and Ps,out(βs), we once again consider a typical transmitter receiver pair
(Tp0, Rp0) and (Ts0, Rs0), respectively.

We next state the main Theorem of this section, on the scaling of transmission
capacity of secondary nodes with multiple antennas under a primary and secondary
outage probability constraint.

Theorem 5.4 When each secondary transmitter uses Nt − 1 STDOF for suppressing
interference towards itsNt−1 nearest primary receivers, and each secondary receiver
uses m SRDOF for canceling the m nearest interferers from {Φs ∪ Φp}\{Ts0}, then

Cs = Ω
(

min{Nr, Nt1−
2
α }
)
, and Cs = O (min {Nt, Nr}) ,

and m = θNr, θ ∈ (0, 1] maximizes the lower bound on the transmission capacity of
the secondary wireless network.

Theorem 5.4 highlights the dependence of transmission capacity of the secondary
network on the number of transmit and receive antennas, when multiple antennas are
allowed to exploit their full capability; perform interference suppression at the transmit
side and interference cancelation at the receive side. It also identifies that increasing
only the transmit or receiver antennas is futile and to get non-vanishing gain, both the
transmit and receive antennas have to be increased simultaneously, which is expected
since there are two outage probability constraints.

Theorem 5.4 shows that if the number of transmit antennas is much larger than
the number of receive antennas Nt >> Nr, then the transmission capacity increases
linearly with Nr, the number of receive antennas. With large number of transmit an-
tennas at the secondary nodes Nt >> Nr, each secondary transmitter can suppress
its interference towards a very large number of primary receivers and hence the outage
probability constraint at each primary receiver is always met. Thus, with Nt >> Nr,
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Figure 10: Density of the secondary network with respect to number of transmit and
receive antennas Nt, Nr at the secondary nodes.

only the outage probability constraint at the secondary nodes is active, and the situa-
tion is identical to that of Theorem 3.5, where each transmitter has a single antenna and
each receiver has Nr antennas with a single outage probability constraint, and hence
the result is identical to that of Theorem 3.5.

When Nr >> Nt, the transmission capacity is limited by the interference suppres-
sion capability of secondary transmitters, and Theorem 5.4 shows that the transmission
capacity scales at least asNt1−2/α. This result is intuitive since larger the path-loss ex-
ponent α, less is the interference caused by each secondary transmitter at any primary
receiver.

In Fig. 10, we plot the density of the secondary network with respect to the number
of secondary transmit and receive antennas Nt and Nr for outage probabilities εp =
εs = .1. We see that for Nt = Nr, the density of the secondary network scales sub-
linearly with Nt, however, for Nt = 1 the density of the secondary network is constant
as expected.

Proof: Similar to the proof of Theorem 3.5, we will first find an upper and a lower
bound on the outage probability, but in this case we have two outage probabilities to
bound, one at the primary receiver, and the other at the secondary receiver. The outage
probability bounds for the secondary receiver follow from Theorems 3.8 and 3.10,
since the secondary receiver employs partial ZF decoder for interference cancelation,
similar to Section 3. Thus, we only need to derive the bounds for the outage probability
expression at the primary receiver in Theorem 5.5, when each secondary transmitter
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uses its Nt − 1 STDOF for interference suppression.
Considering the relaxed outage probability constraint of εp + ∆p at any primary

receiver when each secondary transmitter uses k = Nt − 1 STDOF for interference
suppression, from Theorem 5.5,

λ?s = Ω
(
Nt

1− 2
α

)
, and λ?s = O (Nt) . (41)

Next, we consider the outage probability constraint of εs on each secondary re-
ceiver. From (37), the outage probability at the secondary receiver Rs0 is

Ps,out(βs) = P

(
Psd
−α
s |t†0Q00b0|2∑

n>m, Tn∈Φ\{Ts0} Pnd
−α
n pow0n

≤ βs
)
,

where Φ = {Φs ∪ Φp}, and interference power pow0n ∼ χ2(2) (Lemma 5.2) and
signal power |t†0Q00b0|2 ∼ χ2(2(Nr−m)) (Lemma 5.2). Thus, with m SRDOF used
for interference cancelation at each secondary receiver, from Theorems 3.8 and 3.10,
for Φ = Φp∪Φs with density λp+λs, we get for any r > 1,3 with a single data stream
transmission k = 1,

Ps,out(βs) ≥ 1− (Nr −m)(m+ r + α
2 )

2
α

(r − 1)d
α
p βs
Ps

(π(λs + λp))
α
2

(
λp

Pp(λp + λs)
+

λs
Ps(λp + λs)

)
,

(42)
and

Ps,out(βs) ≤
(π(λp + λs))

α
2 βpd

α
p

(
α
2 − 1

)−1 (
m−

⌈
α
2

⌉)1−α2
Nr −m− 1

(
λpPp
λp + λs

+
λsPs
λp + λs

)
,

(43)
respectively, where we have taken the expectation with respect to power transmitted
Pn by any node of Φ = Φp ∪ Φs, which is a binary random variable taking values Pp
and Ps, with probability λp

λp+λs
and λs

λp+λs
, respectively.

From the lower bound on the outage probability (42), we get that

λ?s = O(Nr), (44)

by choosing r = Nr
2/α, similar to Theorem 3.5, by fixing outage probabilityPs,out(βs) =

εs. Moreover, with m = θNr, θ ∈ (0, 1], using the upper bound on the outage proba-
bility (43), we get

λ?s = Ω(Nr) (45)

Hence considering both the outage probability constraints together, from (41), (44)
and (45), we get

λ?s = Ω
(

min{Nr, Nt1−
2
α }
)
, and λ?s = O (min {Nr, Nt}) .

�
3r represents the number of nearest uncanceled interferers considered for bounding the outage probability.
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Finally, we prove a more general result than required by Theorem 5.4, where we
derive bounds on the outage probability at any primary receiver when each secondary
transmitter uses k STDOF for interference suppression towards its k nearest primary
receivers. The proof of Theorem 5.4 is slightly long and complicated. For Theorem
5.4, we fix k = Nt − 1 to get (41).

Theorem 5.5 If k STDOF are used for interference suppression at each secondary
transmitter, then

λ?s = Ω
(
k1− 2

α

)
, and λ?s = O (k) .

Proof: Since we are interested in establishing the scaling behavior of the density of the
secondary network with respect to Nt, we consider the case when both Nt and k, the
number of STDOF used for interference suppression, are large enough. We bound the
outage probability (40) at a typical primary receiver, and find the density of secondary
network λs that satisfies the primary outage constraint of Pp,out = εp + ∆p.

Lower Bound: Recall that Nsupp is the random variable representing the num-
ber of consecutive nearest secondary interferers suppressed at the typical primary re-
ceiver Rp0. Let Nsupp = c, and recall the definition of interference received at Rp0,
Imimo(c) = Ipp + Ic

sp from (34), where Ipp is the interference contribution from pri-
mary transmitters other than Tp0, and Ic

sp is the secondary transmitters other than the c
consecutive nearest secondary interferers, at the primary receiver Rp0.

From (40) and (35), the outage probability at primary receiver Rp0 is Pp,out

= ENsupp

{
P

(
Ppd

−α
p |h00|2

Imimo(c)
≤ βp

)}
,

(a)
= ENsupp

{
P

(
Ppd

−α
p |h00|2

Imimo(c)
≤ βp

)∣∣∣∣∣Nsupp < bk/ηc
}
× P (Nsupp < bk/ηc)

+ENsupp

{
P

(
Ppd

−α
p |h00|2

Imimo(c)
≤ βp

)∣∣∣∣∣Nsupp ≥ bk/ηc
}
× P (Nsupp ≥ bk/ηc) ,

(b)

≤ δ + ENsupp

{
P

(
Ppd

−α
p |h00|2

Imimo(c)
≤ βp

)∣∣∣∣∣Nsupp ≥ bk/ηc
}
× P (Nsupp ≥ bk/ηc) ,

(c)

≤ δ + ENsupp

{
1− E

{
exp

(
−βpImimo(c)dαp

Pp

)}∣∣∣∣Nsupp ≥ bk/ηc
}
,

(d)
= δ + ENsupp

{
1−

∫ ∞
0

exp
(
−βp(Ipp)dαp

)
fIpp(s)ds∫ ∞

0

exp
(
−βp(I

c
sp)Psd

α

Pp

)
fIc
sp

(t)dt
∣∣∣∣Nsupp ≥ bk/ηc

}
,

(e)
= δ + ENsupp

{
1− LIpp

(
βpd

α
p

)(
1− P

(
Ppd

−α
p |h00|2∑

n: n>c,Tsn∈Φs
Psd
−α
sp,n|g0n|2

≤ βp
))∣∣∣∣∣C ≥ bk/ηc

}
, (46)
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where (a) follows by splitting the expectation over conditioning the event Nsupp <
bk/ηcwhere η is a constant, (b) follows by letting η ∈ N such that P (Nsupp < bk/ηc) ≤
δ, δ ≤ ∆p, where ∆p is the additional tolerance of outage probability at the primary re-
ceivers, and η is independent of k. Existence of η ∈ N such that P (Nsupp < bk/ηc) ≤
∆p is guaranteed, since for large values of k, canceling only a few nearest secondary
interferers has a very small probability. Inequality (c) follows by taking expectation
with respect to |h00|2 ∼ exp(1) and using P (Nsupp ≥ bk/ηc) ≤ 1. Equality (d) fol-
lows since Imimo(c) = Ipp+Ic

sp, and Ipp and Ic
sp are independent. Equality (e) follows

by defining LI(.) as the Laplace transform of I , and noting that∫ ∞
0

exp
(
−βp(I

c
sp)Psd

α

Pp

)
fIc
sp

(t)dt = P

(
Ppd

−α
p |h00|2
Ic
sp

> βp

)
, (47)

since |h00|2 ∼ exp(1), and where the expectation in the R.H.S. is taken only with
respect to |h00|2. Thus, from (46)

Pp,out
(f)

≤ δ + ENsupp

{
1− exp

(
−λpc1β

2
α
p d

2
p

)
(

1− (πλs)
α
2 βp

(
Ps
Pp

)
dαp

(α
2
− 1
)−1 (

c−
⌈α

2

⌉)1−α2
)∣∣∣∣Nsupp ≥ bk/ηc

}
,

= δ + 1− exp
(
−λpc1β

2
α
p d

2
p

)
+ exp

(
−λpc1β

2
α
p d

2
p

)
(πλs)

α
2 βp(

Ps
Pp

)
dαp

((α
2
− 1
)−1

ENsupp

{(
c−

⌈α
2

⌉)1−α2
∣∣∣∣ Nsupp ≥ bk/ηc

})
,

(g)

≤ δ + εp + exp
(
−λpc1β

2
α
p d

2
p

)
(πλs)

α
2 βp

(
Ps
Pp

)
dαp((α

2
− 1
)−1

(bk/ηc+
⌈α

2

⌉
)1−α2

)
, (48)

where (f) follows by using the lower bound on the success probability

P

(
Ppd

−α
p |h00|2∑

n: n>c,Tsn∈Φs
Psd
−α
sp,n|g0n|2

> βp

)

from Theorem 3.10, by substituting k = 1 data stream, and Nr − k −m = 1, since
the signal strength |h00|2 ∼ χ2(2) in this case. Finally (g) follows since for Nsupp ≥
bk/ηc ,ENsupp

{
(c−

⌈
α
2

⌉
)1−α2 |Nsupp ≥ bk/ηc

}
≤ (bk/ηc −

⌈
α
2

⌉
)1−α2 for α > 2.

From the primary outage probability constraint in the absence of a secondary wire-
less network (Theorem ??)

εp = 1− exp
(
−λ?pcβ

2
α
p d

2
p

)
,

where λ?p is the largest density of primary nodes satisfying the outage constraint of εp.
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Hence, equating (48) with the relaxed outage probability of Pp,out = εp + ∆p at
each primary receiver, and substituting for εp, we get

λs ≥
1
π

 ∆p − δ

exp
(
−λ?pc1β

2
α
p

)
d2
pβp

(
Ps
Pp

)
dαp

((
α
2 − 1

)−1 (bk/ηc+ 1)1−α2 + c3

) 2
α

 ,

and
λs = Ω

(
k1− 2

α

)
. (49)

Upper bound: To find an upper bound on λs, we consider the case when exactly
k consecutive nearest secondary interferers are suppressed at each primary receiver.
Clearly, when each secondary transmitter uses k STDOF for interference suppression
towards the primary receivers, at best k consecutive nearest secondary interferers are
suppressed at each primary receiver, thus yielding the upper bound. This can also
be seen from Fig. 9, where each secondary transmitter tries to suppress interference
towards its 3 nearest primary receivers.

Thus, from (40) and (35),

Pp,out(βp) = ENsupp

{
P

(
Ppd

−α
p |h00|2

Imimo(c)
≤ βp

)}
,

(a)

≥ P

(
Ppd

−α
p |h00|2

Imimo(k)
≤ βp

)
,

(b)
= 1− E

{
exp

(
−βp(PpIpp + PsI

k
sp)d

α
p

Pp

)}
,

= 1−
∫ ∞

0

exp
(
−βp(Ipp)dαp

)
fIpp(s)ds∫ ∞

0

exp

(
−βp(I

k
sp)Psd

α

Pp

)
fIxsp(t)dt,

(c)
= 1− LIpp

(
βpd

α
p

) ∫ ∞
0

exp

(
−βp(I

k
sp)Psd

α

Pp

)
fIxsp(t)dt,

(d)
= 1− LIpp

(
βpd

α
p

)(
1− P

(
Ppd

−α
p |h00|2∑

n>k,Tsn∈Φs
Psd
−α
sp,n|g0n|2

≤ βp
))

,

(e)

≥ 1− exp
(
−λ?pc1β

2
α
p d

2
p

) (k + r + α
2

)α
2

dαβ(πλs)
2
α

,

where (a) follows from the fact that using k STDOF for interference suppression by
each secondary transmitter, at best k consecutive nearest secondary interferers are sup-
pressed at each primary receiver, (b) follows by definition of Imimo(k) (34). Equality
(c) follows since the Laplace transform of Ipp, the interference contribution from PPP
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Φp with density λ?p, evaluated at
(
βpd

α
p

)
is

LIpp
(
βpd

α
p

)
= exp

(
−βp(Ipp)dαp

)
fIpp(s)ds = exp

(
−λ?pc1β

2
α
p d

2
p

)
.

Equality (d) follows similar to (47), since |h00|2 ∼ exp(1), and finally (e) follows
from the lower bound on outage probability (Theorem 3.8), since the signal power is
∼ χ2(2) instead of N −m− k + 1 for Theorem 3.8 and Ncanc = k nearest interferers
are canceled at each primary receiver.

Thus, we get the upper bound

λs = O(k). (50)

Combining (49), and (50),

λ?s = Ω
(
k1− 2

α

)
, and λ?s = O (k) .

�

6 Reference Notes
The results presented in Section 3 and 4 can be found in [3]. The study of transmission
capacity with multiple antennas was initiated in [8], followed up in [4, 5, 7, 9], and
mostly settled in [3]. Results on multiple antennas in cellular networks can be found
in [10–13]. Results on space-division multiple access with multiple antennas can be
found in [15], and impact of multiple antennas with scheduling can be found in [16].
The results of Section 5 with multiple antennas in overlaid networks are presented
from [17]. Transmission capacity result for single antenna equipped secondary nodes
can be found in [18–23, 23–26].
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