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Abstract. Let G be a bipartite graph where every vertex has a strict
preference order over its neighbors. The preferences of a vertex over its
neighbors extend naturally to preferences over matchings. A matching M
is popular in G if there is no matching N such that vertices that prefer N
outnumber those that prefer M . Every stable matching is popular. We
consider the following variant: edges inG have utilities and it is onlymax-
utility matchings that are relevant for us. We show there always exists
a max-utility matching that is popular within the set of all max-utility
matchings; moreover, such a matching can be efficiently computed. We
focus on largest max-utility matchings and show a compact extended
formulation for the polytope of largest max-utility matchings that are
popular within the set of all largest max-utility matchings.

1 Introduction

We consider a matching problem in a bipartite graph G = (A ∪ B,E) where
A is a set of agents and B is a set of jobs. Every vertex in A ∪ B has a strict
preference order over its neighbors. Such a graph G is called a marriage instance
and this is a well-studied model in two-sided matching markets.

In several applications, along with vertex preferences, there might be other
attributes that we seek to optimize, e.g., in the assignment of residents to hos-
pitals [2] and in the assignment of sailors to billets [17,21], it is only A-perfect
matchings that are admissible where A is the set of residents/sailors. More gener-
ally, let us assume there is a utility function f : E → Q and it is only max-utility
matchings that are admissible. Such applications include allocation problems in
humanitarian organizations [1,19] where we seek an allocation of resources to
beneficiaries that has maximum impact. This motivates us to consider the set-
ting where edge utilities are more important than vertex preferences.

The usual solution to a two-sided matching market problem is an appropriate
stable matching in G. A matching M is stable if there is no blocking edge (a, b),
i.e., one where both a and b prefer each other to their respective assignments
in M . Stable matchings always exist in G and can be efficiently computed by the
Gale-Shapley algorithm [7]. All stable matchings have the same size [8] which
may be only half the size of a maximum matching. Thus stable matchings need
not be max-size matchings or max-utility matchings. So we need to go beyond
stability in order to find a max-utility matching that is optimal with respect to
vertex preferences.
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Popularity. The preferences that any vertex v has over its neighbors in G
extend naturally to preferences over matchings. Given any pair of matchings
M and N , we say v prefers M to N if v prefers its assignment in M to its
assignment in N . Note that being left unassigned is the worst choice for any
vertex. Let ϕ(M,N) be the number of vertices that prefer M to N . Matching N
is more popular than matching M if ϕ(N,M) > ϕ(M,N).

Definition 1. M is a popular matching in G if ϕ(M,N) ≥ ϕ(N,M) for all
matchings N , i.e., G has no matching more popular than M .

A popular matching is “stable” in the relaxed sense that no majority vote
can force a migration from a popular matching. It is easy to show that every
stable matching is popular [9]. Thus popular matchings always exist in G.

Recall that utility is more important in our setting than vertex preferences.
We seek a max-utility matching M that is optimal with respect to vertex prefer-
ences, i.e., there is no max-utility matching that is better with respect to vertex
preferences than M . So rather than a popular matching, what we seek is a max-
utility matching that is popular within the set of max-utility matchings. Such
a matching will be called a popular max-utility matching or more concisely, a
popular opt-matching. The “more popular than” relation is not transitive, so it
is not obvious if a popular opt-matching always exists. We show the following.

Theorem 1. Let G = (A ∪ B,E) be any marriage instance where there is a
utility function f : E → Q. A popular opt-matching always exists in G and can
be computed in polynomial time.

The next question is whether the entire set of popular opt-matchings can be
compactly described, say, as the intersection of half-spaces in R|E|. The moti-
vation for such a description is to efficiently solve special popular opt-matching
problems such as finding a popular opt-matching with forced/forbidden edges or
more generally, one with minimum cost when every edge has an associated cost.
Observe that the popular opt-matching problem with forced/forbidden edges
generalizes the problem of finding a popular matching with forced/forbidden
edges, which is NP-hard [6]. Thus it is NP-hard to optimize over all popular
opt-matchings and solve special popular opt-matching problems.

A useful subset. The above hardness motivates us to focus on a natural and
interesting subset of the entire set of opt-matchings. Let us restrict our atten-
tion to largest opt-matchings—so subject to the constraint that matchings have
maximum utility, we focus on the largest ones. Indeed, it is these matchings
that would be most useful in applications such as allocation problems in human-
itarian organizations where subject to the constraint that maximum utility is
ensured, we would like to maximize the number of beneficiaries. We will refer
to largest max-utility matchings as max-opt-matchings. Hence the matchings
we study now are popular max-opt-matchings, i.e., largest max-utility matchings
that are popular within the set of all largest max-utility matchings.

The main idea used to prove Theorem 1 can be used to show that popular
max-opt-matchings always exist and can be computed in polynomial time. Let
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the popular max-opt-matching polytope be the convex hull of the edge incidence
vectors of all popular max-opt-matchings. We show the following structural result
that the entire set of popular max-opt-matchings admits a compact description.
Thus we can optimize over the set of popular max-opt-matchings in polynomial
time via linear programming on this polytope.

Theorem 2. Let G = (A∪B,E) be a marriage instance with a utility function
f : E → Q. A compact extension of the popular max-opt-matching polytope of G
exists and can be formulated in polynomial time.

1.1 Background and related results

Gärdenfors [9] introduced the notion of popularity in 1975 where he observed
that any stable matching in a marriage instance is popular. Popular matchings
have been well-studied during the last 15-20 years and we refer to [3] for a survey.

It was shown in [11] that any marriage instance has a popular maximum
matching, i.e., a maximum matching that is popular within the set of all max-
imum matchings and a polynomial time algorithm was given to find such a
matching. The problem of computing a min-cost popular maximum matching
was considered in [13] and a compact extended formulation of the popular maxi-
mum matching polytope was given. Thus a min-cost popular maximum matching
can be computed in polynomial time. In contrast to this, as mentioned earlier,
it is NP-hard to compute a min-cost popular matching [6]. Furthermore, the
extension complexity of the popular matching polytope is near-exponential [5].

The following definitions will be useful to us. For any subset C ⊆ A∪B, call a
matching C-critical if it matches as many vertices in C as possible. A C-critical
matching M is a popular C-critical matching if ∆(M,N) ≥ 0 for all C-critical
matchings N in G. When C = ∅ (resp., C = A∪B), popular C-critical matchings
are the same as popular matchings (resp., popular maximum matchings).

It was shown in [12] that for any subset C ⊆ A ∪ B, a popular C-critical
matching always exists and can be computed in polynomial time. A related
problem in the hospitals-residents setting was independently considered in [15]
where every hospital had upper and lower bounds on the number of residents
that it could be matched to in any feasible matching and certain special residents
were to be matched in any feasible matching. It was shown that a popular feasible
matching always exists and can be computed in polynomial time.

1.2 Our techniques

A crucial observation in our result on popular opt-matchings (Theorem 1) is that
for any edge utility function, the convex hull of all max-utility matchings is a
face of the matching polytope of G (see Section 2). So max-utility matchings can
be characterized as C-perfect matchings in a subgraph G′ for some C ⊆ A ∪B,
where a matching is C-perfect if it matches all vertices in C. Thus once we
determine the set C and the edge set of G′, the popular C-critical matching
algorithm in G′ finds a popular max-utility matching in G.
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Popular opt-matchings generalize popular matchings, thus their polytope in-
herits the near-exponential extension complexity of the popular matching poly-
tope. The key idea in formulating a compact extension for the popular max-
opt-matching polytope is that the critical set for max-opt-matchings has rich
structure. We will use the well-known Dulmage-Mendelsohn decomposition [4]
to determine the critical set for popular max-opt-matchings.

We construct another bipartite graphH = (L∪R,EH) and max-opt-matchings
in G can be characterized as (L∪K)-perfect matchings in H for a certain subset
K ⊆ R. Observe that the min-cost popular maximum matching algorithm [13]
in H does not solve the min-cost popular max-opt-matching problem since such
a matching may leave some vertices in the set K unmatched—this would make
the resulting matching a non-opt-matching in the original instance G.

So the problem we need to solve is to find a min-cost popular (L∪K)-perfect
matching in H. As done in [13], we use LP duality to solve the above problem.
Our key technical lemma (Lemma 3) shows that every popular (L ∪K)-perfect
matching has a very useful dual certificate which allows us to realize every such
matching as a stable matching in a certain multigraph derived from H (see
Section 4). So the stable matching polytope [18,20] of this multigraph yields a
compact extended formulation for the popular max-opt-matching polytope of G.

2 Popular opt-matchings

We prove Theorem 1 in this section. We will show that the popular opt-matching
problem in G can be solved as the popular C-critical matching problem for an
appropriate set C in a subgraph G′ = (A ∪B,E′) of G = (A ∪B,E).

There is a utility function f : E → Q and f(M) =
∑

e∈M f(e) for any match-
ing M . Let λ = maxM f(M), where the max is over all matchings in G. Recall
that M is an opt-matching if and only if f(M) = λ. The opt-matching polytope
(call it X ) is the convex hull of edge incidence vectors of all opt-matchings in G.

A face of a polytope P is the set of points x in P such that
∑

j αjxj = β
where

∑
j αjxj ≤ β is a valid inequality for P. Since

∑
e∈E f(e) ≤ λ is a valid

inequality for the matching polytope M of G, the polytope X is a face of M.
Suppose a polytope P is defined by the constraints

∑
j αijxj ≤ βi for 1 ≤ i ≤ k.

Then any face of P corresponds to the set of solutions to
∑

j αijxj = βi for
all i ∈ I and

∑
j αijxj ≤ βi for all i /∈ I for some set I ⊆ {1, . . . , k}. See [10,

Theorem 3.5] for a proof.
Thus the opt-matching polytope X , which is a face of the matching polytope

M of G, has the following formulation for some A′ ⊆ A, B′ ⊆ B, and Ẽ ⊆ E:∑
e∈δ(v)

xe ≤ 1 ∀v ∈ A ∪B and
∑

e∈δ(v)

xe = 1 ∀v ∈ A′ ∪B′

xe ≥ 0 ∀e ∈ E and xe = 0 ∀e ∈ Ẽ.

Here δ(v) is the set of edges incident to v in G. So a matching M is an opt-
matching if and only if M matches all vertices in A′ ∪ B′ and M ⊆ E′, where
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E′ = E \Ẽ. The sets A′, B′, and E′ can be computed by solving LP2. This linear
program is dual to the max-utility matching LP, which is LP1.

max
∑
e∈E

f(e) · xe (LP1)

s.t.
∑

e∈δ(v)

xe ≤ 1 ∀ v ∈ A ∪B

xe ≥ 0 ∀ e ∈ E.

min
∑

v∈A∪B

yv (LP2)

s.t. ya + yb ≥ f(a, b) ∀ (a, b) ∈ E

yv ≥ 0 ∀ v ∈ A ∪B.

Let y be an optimal solution to LP2. We have A′ = {a ∈ A : ya > 0},
B′ = {b ∈ B : yb > 0}, and E′ = {(a, b) ∈ E : ya + yb = f(a, b)}. It follows from
complementary slackness conditions that for any x ∈ X , we have

∑
e∈δ(v) xe = 1

for all v ∈ A′ ∪ B′ and xe = 0 for all e ∈ E \ E′. Thus we can conclude the
following proposition. The converse in Proposition 1 also follows from LP-duality.

Proposition 1. M is an opt-matching in G if and only if M is a C-perfect
matching in G′ = (A ∪B,E′) where C = A′ ∪B′.

Remark 1. Note that Proposition 1 is well-known from matching theory, e.g.,
an interesting application of this principle is in solving the min-cost perfect
matching problem in bipartite graphs [10, Section 1.2].

Proposition 1 implies that the popular opt-matching problem in G = (A ∪
B,E) reduces to the popular C-critical matching problem—more precisely, the
popular C-perfect matching problem—in G′ = (A ∪B,E′), where C = A′ ∪B′.

Finding a popular C-perfect matching. We now describe a multigraph G′
C

such that any stable matching in G′
C projects to a popular C-perfect matching

in G′. The graph G′
C is inspired by the graph used in [12] for solving the popular

C-critical matching problem. Our graph has fewer vertices and edges than the
graph used in [12]. Recall that C = A′ ∪B′.

Let |A′| = s and |B′| = t. Below we describe the edge set E′
C of G′

C .

– Initialize E′
C = {e0 : e ∈ E′}.

– For every e = (a, b) ∈ E′, we will consider the following parallel edges where
each ei has a and b as its endpoints.
1. If a ∈ A′: then add the s edges e1, . . . , es to E′

C .
2. If b ∈ B′: then add the t edges e−1, . . . , e−t to E′

C .

So if a ∈ A′ and b ∈ B′ then there are s+ t+1 edges e−t, . . . , es in E′
C . We need

to specify vertex preferences in G′
C . In order to compare two edges ei and e′j

incident to it, any vertex v first compares the subscripts i and j. Suppose v ∈ A.

– If i < j then v prefers ei to e′j and if i > j then v prefers e′j to ei.
– If i = j then v prefers ei if it prefers e to e′; else it prefers e′j .
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Thus any vertex in A prefers lower subscript edges to higher subscript edges.
Among edges with the same subscript, it is as per its original preference order.
On the other hand, any vertex in B prefers higher subscript edges to lower
subscript edges. Hence for any v ∈ B and any two edges ei and e′j incident to v:

– If i < j then v prefers e′j to ei and if i > j then v prefers ei to e′j .
– If i = j then v prefers ei if it prefers e to e′; else it prefers e′j .

A matching M ′ in the multigraph G′
C is a subset of E′

C such that at most
one edge of M ′ is incident to any vertex. Matching M ′ is stable in G′

C if there is
no edge in E′

C that blocks M ′. For any matching M ′ in G′
C , define M to be the

projection of M ′ in G′, i.e., replace every edge ei ∈ M ′ with the original edge e
(so subscripts are dropped from the edges in M ′).

Lemma 1. If M ′ is a stable matching in G′
C then M is a popular C-perfect

matching in G′.

The proof of the above lemma is similar to the proof of correctness of the
popular maximum matching algorithm [11,13] and the popular critical matching
algorithm [12]. This lemma can be proved in two parts. The first claim is that M
is a C-perfect matching in G′ where C = A′ ∪B′. This claim follows by showing
that there are no forbidden alternating or augmenting paths with respect to M
in G′. This claim is proved in the appendix.

We will now assume that M is a C-perfect matching in G′ where C = A′∪B′.
We prove below that M is a popular C-perfect matching in G′. That is, for any
C-perfect matching N in G′, we will show that ∆(N,M) ≤ 0. To show this, we
will use the following two linear programs: LP3 and LP4.

Let Ē′ be the edge set E′ augmented with self-loops (v, v) for each vertex
v where v ∈ (A ∪ B) \ (A′ ∪ B′). Adding self-loops will allow us to work with
perfect matchings in the augmented G′ whose vertex set is A ∪ B and edge set
is Ē′. We will use the following edge weight function wtM . For any (a, b) ∈ E′:

let wtM (a, b) =


2 if (a, b) blocks M ;

−2 if a and b prefer their assignments in M to each other;

0 otherwise.

For any edge e, wtM (e) is the sum of votes of the endpoints of e for each other
versus their respective assignments in M , where the vote of a vertex for one
neighbor versus another is ±1 depending on which one it likes better and v’s
vote for neighbor u versus neighbor u′ is 0 if and only if u = u′. So wtM (e) = 0
for every e ∈ M . Let wtM (v, v) = 0 if the self-loop (v, v) is in the augmented M
(i.e., v was originally left unmatched in M), else wtM (v, v) = −1. It follows
from the definition of wtM that for any perfect matching N in the augmented
graph G′, we have wtM (N) = ∆(N,M).

Our goal is to show that wtM (N) ≤ 0 for all perfect matchings N in the
augmented graph G′. Consider the linear programs LP3 and LP4 given below.
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max
∑
e∈E′

wtM (e) · xe (LP3)

s.t.
∑

e∈δ′(v)

xe = 1 ∀ v ∈ A ∪B

xe ≥ 0 ∀ e ∈ Ē′.

min
∑

v∈A∪B

yv (LP4)

s.t. ya + yb ≥ wtM (a, b) ∀ (a, b) ∈ E′

yv ≥ wtM (v, v) ∀ v /∈ C.

LP3 is the max-weight perfect matching LP in the augmented G′ with the
edge weight function wtM and LP4 is the dual LP. We will show the optimal
value of LP3 is at most 0 by showing a feasible solution y to LP4 such that∑

v∈A∪B yv = 0. We delete self-loops from M and set y-values as follows.
For each unmatched vertex v do: set yv = 0. Let e = (a, b) ∈ M . We know

that ei is in M ′ for some −t ≤ i ≤ s. If ei ∈ M ′ then set ya = −2i and yb = 2i.
So for any edge (a, b) ∈ M , we have ya+yb = 0. Since yv = 0 for any unmatched
vertex v, we have

∑
v∈A∪B yv = 0.

Claim. y is a feasible solution to LP4.

Proof. It is easy to see that the constraint yv ≥ wtM (v, v) holds for all v /∈ C.
For any unmatched vertex v, we have yv = 0 = wtM (v, v). Consider any a /∈ A′.
Only non-positive subscript edges are incident to a, thus ya = −2i for some
i ≤ 0, so ya ≥ 0. Consider any b /∈ B′. Only non-negative subscript edges are
incident to b, thus yb = 2j for some j ≥ 0, so yb ≥ 0.

We now need to show that ya + yb ≥ wtM (a, b) for all (a, b) ∈ E′. Let us
partition the sets A = A−t ∪A−t+1 ∪ · · · ∪As and B = B−t ∪B−t+1 ∪ · · · ∪Bs

where for each edge e = (a, b) ∈ M (so ei ∈ M ′ for some i ∈ {−t, . . . , s}), we
include a in Ai and b in Bi. Since M is C-perfect, every unmatched vertex is
outside A′ ∪ B′. Unmatched vertices in A \ A′ (resp., B \ B′) are added to A0

(resp., B0).
We claim the following properties hold for this partition of A and B.

1. There is no edge in Ai ×Bj for i ≥ j + 2.
2. For any edge e ∈ Ai ×Bi−1, we have wtM (e) = −2.
3. For any edge e ∈ Ai ×Bi, we have wtM (e) ≤ 0.

– Suppose property 1 does not hold for some edge e. Then the edge ei+1 blocks
M ′, a contradiction to the stability of M ′ in G′

C .
– Suppose property 2 does not hold for some edge e. Then either the edge ei

or the edge ei−1 blocks M ′, a contradiction.1

– Suppose property 3 does not hold for some edge e. Then the edge ei blocks
M ′, a contradiction.

Consider any edge (a, b) in G′. Let a ∈ Ai and b ∈ Bj . Observe that ya = −2i
and yb = 2j. Property 1 above tells us that i ≤ j + 1. Consider the following
three cases.
1 If wtM (e) ̸= −2, then wtM (e) ≥ 0. Since e /∈ M , this means that at least one of a, b
prefers the other to its partner in M . If a prefers b to its partner in M then ei blocks
M ′; if b prefers a to its assignment in M then ei−1 blocks M ′.
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(1) i = j+1. So (a, b) ∈ Ai ×Bi−1 and property 2 tells us that wtM (a, b) = −2.
Thus ya + yb = −2i+ 2j = −2 = wtM (a, b).

(2) i = j. So (a, b) ∈ Ai × Bi and property 3 tells us that wtM (a, b) ≤ 0. Thus
ya + yb = −2i+ 2i = 0 ≥ wtM (a, b).

(3) i ≤ j − 1. Then ya + yb = −2i+ 2j ≥ 2 ≥ wtM (a, b).

Hence for any edge (a, b) in G′, we have ya+yb ≥ wtM (a, b). So y is a feasible
solution to LP4. This finishes the proof of this claim. ⊓⊔

Thus we showed a feasible solution y to LP4 such that
∑

v∈A∪B yv = 0.
Hence the optimal value of LP3 is at most 0, i.e., ∆(N,M) ≤ 0 for all C-perfect
matchings N . So M is a popular C-perfect matching in G′. This completes the
proof of Lemma 1.

Our algorithm. Let us run the Gale-Shapley algorithm in G′
C where vertices

in A propose. For any edge e = (a, b), among the parallel edges ei1 , ei2 , . . . where
i1 < i2 < . . ., the first time a proposes along e, it is along ei1 and the next time
a proposes along e, it is along ei2 and so on. This algorithm computes a stable
matching M ′ in G′

C . By Lemma 1, dropping the subscripts of edges in M ′ yields
a popular C-perfect matching M in G′. So our algorithm is as follows.

1. Solve LP2 and determine the sets A′, B′, and E′.
2. Find a stable matching M ′ in G′

C where G′ = (A∪B,E′) and C = A′ ∪B′.
3. Return the projection M of M ′ in G (so edge subscripts are dropped).

Lemma 1 and Proposition 1 show that M is a popular opt-matching in G.
Since steps 1-3 can be implemented in polynomial time, Theorem 1 follows.

3 Popular max-opt-matchings

In this section we will see an extension of Theorem 1 that solves the popular
max-opt-matching problem in G. Consider the subgraph G′ = (A∪B,E′) of G.
The Dulmage-Mendelsohn decomposition [4] in G′ will be very useful to us.

Let M be a matching in G′. An alternating path with respect to M is a path
whose alternate edges are in M . We have A ∪ B = EM ∪ OM ∪ UM , where a
vertex v is in EM (resp., OM ) if there is an even (resp., odd) length alternating
path with respect to M in G′ from an unmatched vertex to v; a vertex v is in
UM if there is no alternating path in G′ from an unmatched vertex to v. So all
vertices left unmatched in M are in EM .

The sets EM ,OM , and UM will be called the sets of even, odd, and unreachable
vertices, respectively, with respect to M . We refer to [14,16] for a proof of the
following theorem.

Theorem 3. The sets EM , OM , and UM are pairwise disjoint if and only if
M is a maximum matching in G′. Any maximum matching in G′ partitions the
vertex set into the same sets of even, odd, and unreachable vertices. Furthermore,
M is a maximum matching in G′ if and only if M matches all vertices in OM

with those in EM and it matches all vertices in UM among themselves.
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Let M be a maximum matching in G′. It follows from the definition of UM

that G′ has no edge between the sets EM and UM . Similarly, there is no edge in
G′ with both its endpoints in EM since it would imply EM ∩OM ̸= ∅. Thus there
is no edge in G′ with one endpoint in EM and the other endpoint in EM ∪ UM .

Let the subset E′′ ⊆ E′ be obtained by excluding all those edges with one
endpoint in OM and the other endpoint in OM ∪ UM . Thus every edge in E′′

has either (i) both its endpoints in UM or (ii) one endpoint in OM and the other
in EM . By Theorem 3, all maximum matchings of G′ are in G′′ = (A ∪B,E′′).

Since the decomposition of A∪B into EM ,OM , and UM is independent of the
matching M , we will henceforth refer to these sets as E ,O, and U , respectively.

Lemma 2. A matching M is a max-opt-matching in G if and only if M is a
C-perfect matching in G′′ = (A ∪B,E′′) where C = O ∪ U ∪ (E ∩ (A′ ∪B′)).

Proof. Let M be a max-opt-matching in G. Since M is an opt-matching, we
have M ⊆ E′ and M is (A′ ∪ B′)-perfect (by Proposition 1). Suppose there
is an augmenting path ρ with respect to M in G′. Then the matching M ⊕ ρ
is also an opt-matching in G because M ⊕ ρ ⊆ E′ and every vertex matched
in M is also matched in M ⊕ ρ. Hence any max-opt-matching M has to be a
maximum matching in G′. Thus by Theorem 3, M belongs to the subgraph G′′

and it matches all vertices in O ∪ U . Moreover, M also matches all vertices in
A′ ∪ B′ ⊇ E ∩ (A′ ∪ B′). Thus M is a C-perfect matching in G′′ = (A ∪ B,E′′)
for the given set C.

Conversely, let M be a C-perfect matching in G′′ = (A∪B,E′′). So M ⊆ E′′

and M matches all vertices in O ∪ U . Thus by Theorem 3, M is a maximum
matching in G′. Moreover, M matches all vertices in A′ ∪ B′ since M matches
all in O ∪U ∪ (E ∩ (A′ ∪B′)). Because M ′ ⊆ E′′ ⊆ E′, we can conclude that M
is an opt-matching in G (by Proposition 1). Recall that every opt-matching in
G belongs to the subgraph G′. Since M is a maximum matching in G′, there is
no larger opt-matching in G; so M is a max-opt-matching in G. ⊓⊔

By Lemma 2, the popular C-perfect matching algorithm in G′′ solves the
popular max-opt-matching problem in G. Thus we have the following corollary.

Corollary 1. A popular max-opt-matching in G = (A∪B,E) can be computed
in polynomial time.

4 The popular max-opt-matching polytope

We saw in Section 2 that any stable matching in G′
C projects to a popular

C-perfect matching in G. But it is not the case that every popular C-perfect
matching in G is realizable as a stable matching in G′

C . Suppose C = ∅ (this
happens when f(e) = 0 for all e ∈ E). Then every matching in G is a C-perfect
matching. The stable matching algorithm in G′

∅ = G finds only stable matchings
in G whereas any popular matching in G is a popular C-perfect matching here.

However, in the case of popular C-perfect matchings in G′′
C studied in Sec-

tion 3, we will now see that every popular C-perfect matching in G is realizable
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as a stable matching in G′′
C . Rather than work in G′′

C , it will be easier to work
in another multigraph which is essentially the same as G′′

C . Recall the edge set
E′′ ⊆ E′ and the vertex sets O, E , and U from Section 3. Let L = O ∪ (U ∩ A)
and R = E ∪ (U ∩ B). Consider the bipartite graph H = (L ∪ R,E′′) which is
G′′ with certain vertices swapped between the left and right sides (see Fig. 1).

U ∩A

L2 R2

U ∩B

O ∩B

O ∩A

E ∩A

E ∩B

L1 R1

Fig. 1. L = L1 ∪ L2 and R = R1 ∪R2. By moving all vertices in O ∩B (resp., E ∩A)
from the right of G′′ to left (resp., from the left of G′′ to right), we get H from G′′.

It follows from Lemma 2 that a matching M is a max-opt-matching in G if
and only if M is an (O ∪ U ∪ K)-perfect matching in H = (L ∪ R,E′′) where
K = E ∩ (A′ ∪ B′). In any L-perfect matching in H, note that all vertices in
U ∩B will get matched to vertices in U ∩A. Hence in our critical set, U can be
replaced by U ∩ A. So M is a popular max-opt-matching in G if and only if M
is a popular (L ∪K)-perfect matching in H where L = O ∪ (U ∩A).

Popular (L∪K)-perfect matchings in H. It will be convenient to work with
perfect matchings in H, i.e., no vertex is left unmatched. So let us add a self-loop
(v, v) at each v ∈ E \K in the graph H. Recall that vertices in E \K are the only
vertices that may possibly be left unmatched in a (L∪K)-perfect matching. Thus
every (L ∪K)-perfect matching becomes a perfect matching in the augmented
graph H. We can now focus on perfect matchings in the augmented H.

Let M be any popular (L ∪ K)-perfect matching in the original H. So M
is a popular perfect matching in the augmented H. Consider the following edge
weight function wtM (also defined in Section 2). For any (a, b) ∈ E′′:

let wtM (a, b) =


2 if (a, b) blocks M ;

−2 if a and b prefer their assignments in M to each other;

0 otherwise.

Furthermore, let wtM (v, v) = 0 if the self-loop (v, v) is in the augmented M (i.e.,
v was originally left unmatched in M), else wtM (v, v) = −1. It follows from the
definition of wtM that for any perfect matching N in the augmented graph H,
we have wtM (N) = ∆(N,M).

The linear program LP5 is the max-weight perfect matching LP in the aug-
mented H with edge weight function wtM . Note that Ē′′ is the edge set E′′
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augmented with self-loops (v, v) for all v ∈ E \ K. For any v ∈ L ∪ R, the set
δ′′(v) is the set of edges incident to v in the augmented H, so δ′′(v) includes the
self-loops (v, v) for all v ∈ E \K.

max
∑
e∈E′′

wtM (e) · xe (LP5)

s.t.
∑

e∈δ′′(v)

xe = 1 ∀ v ∈ L ∪R

xe ≥ 0 ∀ e ∈ Ē′′.

min
∑

v∈L∪R

yv (LP6)

s.t. yl + yr ≥ wtM (l, r) ∀ (l, r) ∈ E′′

yr ≥ wtM (r, r) ∀ r ∈ E \K.

The optimal value of LP5 is maxN ∆(N,M) where the max is over all perfect
matchings in the augmented H, equivalently, over all (L∪K)-perfect matchings
N in the originalH. SinceM is a popular (L∪K)-perfect matching,∆(N,M) ≤ 0
for all (L∪K)-perfect matchings N ; thus the optimal value of LP5 is at most 0.
Since wtM (M) = ∆(M,M) = 0, it follows that the edge incidence vector of M
is an optimal solution to LP5.

The linear program LP6 is the dual LP. The following is our key technical
lemma. A solution to LP6 as described in this lemma will be called a dual
certificate for the popular (L∪K)-perfect matching M . Let |K| = k and |L| = ℓ.

Lemma 3. Suppose M is a popular (L ∪K)-perfect matching in H. Then the
linear program LP6 admits an optimal solution y that satisfies the following
properties:

– yl ∈ {2k, 2(k − 1), . . . , 0,−2,−4, . . . ,−2(ℓ− 1)} for all l ∈ L.
– yr ∈ {−2k,−2(k − 1), . . . , 0, 2, 4, . . . , 2(ℓ− 1)} for all r ∈ R.

Proof. The constraint matrix of LP6 is totally unimodular. Thus there is an
integral optimal solution y to LP6. We can also assume that all the y-values are
even integers by updating y: increase yr by 1 for all r ∈ R with odd y-values
and decrease yl by 1 for all l ∈ L with odd y-values. The updated y continues to
be feasible since edge weights are even; so for any edge (l, r), if yl + yr was odd,
then there was a slack of at least 1 in the constraint yl + yr ≥ wtM (l, r) and if
yl + yr was even then it remains the same.

The updated y continues to be optimal because by complementary slackness,
yr = wtM (r, r) = 0 for any r with (r, r) ∈ M and moreover, for any (l, r) ∈ M ,
yl + yr = wtM (l, r) = 0. Hence l and its partner r have the same parity of
y-values. So we have decreased yl and increased yr by the same amount for an
equal number of vertices in L and R, respectively. Thus

∑
v∈L∪R yv remains the

same, i.e.,
∑

v∈L∪R yv = 0. For r ∈ E \ K, because the original constraint was
yr ≥ −1 (since yr ≥ wtM (r, r) ≥ −1), we now have yr ≥ 0 for all r ∈ E \K.

A special case. Suppose M matches all vertices in R, i.e., M does not use any
self-loops in the augmented H. So |L| = |R| = ℓ. Let us increase yr for all r ∈ R
by the required amount so that yr ≥ 0 for all r ∈ R. Symmetrically, let us
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decrease yl for all l ∈ L by the same amount. This preserves feasibility since the
sum yl + yr is unchanged for any edge (l, r). Because M is a perfect matching,∑

v∈L∪R yv is unchanged, so we have preserved optimality. Thus yr ∈ {0, 2, 4, . . .}
for all r ∈ R and yl ∈ {0,−2,−4, . . .} for all l ∈ L (recall that all the y-values
are even and yl = −yr for any (l, r) ∈ M).

Among all optimal solutions y to LP6 such that yr ∈ {0, 2, 4, . . .} and yl ∈
{0,−2,−4, . . .}, let y be such that

∑
r∈R yr is the least. We claim that the yr

values are consecutive even integers. Otherwise there is a gap in the yr values,
say there is no vertex in R with a y-value of 2i. Then we can update yr = yr − 2
for all r ∈ R with yr ≥ 2i + 2 and symmetrically update yl = yl + 2 for all
l ∈ L with yl ≤ −(2i + 2). Since all edge weights are at most 2, this update
preserves feasibility. Any r ∈ R has yr ≥ 2i + 2 if and only if yl ≤ −(2i + 2)
where (l, r) ∈ M (since yl + yr = 0); so this update preserves optimality as well.

Thus we have an optimal solution y to LP6 with a smaller value of
∑

r∈R yr,
a contradiction. Hence we can conclude that yr values are consecutive even
integers. Since |A| = |B| = ℓ, we have yr ∈ {0, 2, 4, . . . , 2(ℓ − 1)} for all r ∈ R
and yl ∈ {0,−2,−4, . . . ,−2(ℓ− 1)} for all l ∈ L. This proves the lemma for the
special case when M is a perfect matching.

The general case. Suppose M leaves some vertices in E \ K unmatched. For
any r ∈ E \ K that is left unmatched in M , we have yr = wtM (r, r) = 0 by
complementary slackness. So the y-values of these vertices are fixed. Hence we
cannot shift y-values as done in the special case, thus all we can say at this
point is that all the y-values are even integers. Among all optimal solutions y to
LP6 such that the y-values are even integers, let y be such that

∑
r∈R |yr| is the

least. The same argument as given above shows that y-values are consecutive
even integers. That is, if there is no vertex in R with a y-value of 2i for some
i > 0 while there are vertices r with yr ≥ 2i+ 2 then we update yr = yr − 2 for
all r ∈ R with yr ≥ 2i+2 and symmetrically update yl = yl+2 for all l ∈ L with
yl ≤ −(2i + 2). Analogously, if there is no vertex in R with a y-value of 2i for
some i < 0 while there are vertices r with yr ≤ 2i−2 then we update yr = yr+2
for all r ∈ R with yr ≤ 2i − 2 and symmetrically update yl = yl − 2 for all
l ∈ L with yl ≥ −2i + 2. Since all edge weights are at most 2, these updates
preserve feasibility. In either case, we would have an optimal solution y to LP6
with a smaller value of

∑
r∈R |yr|, a contradiction. Note that this argument deals

with matched vertices only and unmatched vertices remain untouched since their
y-value is 0. Thus yv ∈ {0,±2,±4, . . . ,±2(ℓ− 1)} for all v ∈ L ∪R.

Since y is a feasible solution to LP6, we have yr ≥ wtM (r, r) ≥ −1 for all
r ∈ E \ K. So among the vertices of R, it is only the ones in K that can take
values in {−2,−4, . . . ,−2(ℓ − 1)}. Since y-values are consecutive even integers
and because |K| = k, the only possible negative y-values for vertices in K are
in {−2, . . . ,−2k}. Thus we have shown that yr ∈ {−2k, . . . , 0, 2, 4, . . . , 2(ℓ− 1)}
for all r ∈ R. Hence yl ∈ {2k, . . . , 0,−2,−4, . . . ,−2(ℓ− 1)} for all l ∈ L. ⊓⊔

Analogous to G′
C (see Section 2), we define a multigraph HK = (L∪R,E′′

K)
to characterize popular (L∪K)-perfect matchings inH. For every e = (l, r) ∈ E′′

where l ∈ L and r ∈ R, the following parallel edges are in the edge set E′′
K .
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– If r /∈ K then there are ℓ edges e0, e1, . . . , eℓ−1 in E′′
K .

– If r ∈ K then there are ℓ+ k edges e−k, e−k+1, . . . , e0, . . . , eℓ−1 in E′′
K .

As before, vertices in L (resp., R) prefer lower (resp., higher) subscript edges.
Among edges with the same subscript, it is as per their original preference order.
We will now show that for each popular (L∪K)-perfect matching M in G, there
is a stable matching M ′ in HK such that M is the projection of M ′. We will use
Lemma 3 to define M ′. We know that M has a dual certificate y as described in
Lemma 3. For any edge e = (l, r) ∈ M , let us set e’s subscript se inM ′ to be yr/2.
Since yr ∈ {−2k, . . . , 0, 2, 4, . . . , 2(ℓ−1)}, we have se ∈ {−k, . . . , 0, 1, 2, . . . , ℓ−1}.

The proof of Lemma 4 is an extension of the proof of correctness of the min-
cost popular perfect matching from [13]. Our matching M need not be perfect
and moreover, M may have a blocking edge incident to some unmatched vertex
in E \ K. However the L-endpoint of such a blocking edge would have to be
matched along a negative subscript edge and this helps us to show the stability
of M ′ in HK .

Lemma 4. For any popular (L ∪ K)-perfect matching M in G, the matching
M ′ = {ese : e ∈ M} is stable in HK .

Proof. Let y be a dual certificate of M . So y is an optimal solution to LP6 with
coordinates as given in Lemma 3.

Consider any edge e = (l, r) ∈ L×R where r is unmatched in M . So yr = 0
and r ∈ E \ K. Since r /∈ K, there are only ℓ copies e0, . . . , eℓ−1 of e in HC .
We need to show that none of e0, . . . , eℓ−1 is a blocking edge to M ′. Note that
wtM (l, r) ≥ 0 since r prefers to be matched to l rather than be unmatched. Thus
we have yl = yl + yr ≥ wtM (l, r) ≥ 0. So yl ≥ 0, hence yl ∈ {0, 2, . . . , 2k}. This
implies yM(l) ∈ {0,−2, . . . ,−2k} and l is matched in M along an edge e′ with
se′ ∈ {0,−1, . . . ,−k}.

Suppose yl = 0. Then wtM (l, r) ≤ yl + yr = 0. Thus wtM (l, r) = 0. So l
prefers M(l) to r, i.e., l prefers e′ to e, thus it prefers e′0 to e0; hence e0 does not
block M ′. None of e1, . . . , eℓ−1 blocks M ′ since l prefers e′0 to any of e1, . . . , eℓ−1:
recall that lower subscript edges are preferred by vertices in L to higher ones.

The other case is that yl ∈ {2, . . . , 2k}. Then l is matched in M along an
edge e′ with se′ ∈ {−1, . . . ,−k}. So l is matched along a negative subscript edge
in M ′, hence none of the higher subscript edges e0, . . . , eℓ−1 blocks M ′.

Let us now consider the case of an edge (l, r) ∈ L × R where both l and r
are matched in M along edges e and e′, respectively. Let yl = −2i and yr = 2j.
So e′i and e′′j are in M ′. Since yl + yr ≥ wtM (l, r) ≥ −2, we have 2j = yr ≥
−yl − 2 = 2i− 2. So j ≥ i− 1.

1. If j = i−1 then wtM (l, r) ≤ yl+yr = −2i+2i−2 = −2. So wtM (l, r) = −2,
i.e., both l and r prefer their respective partners in M to each other.
– So l prefers e′i to ei. Also, l prefers e′i to ei+1, . . . , eℓ−1 since vertices in

L prefers lower subscript edges to higher subscript edges in HK .
– Also r prefers e′′i−1 to ei−1 and r prefers e′′i−1 to ei−2, . . . since vertices

in R prefers higher subscript edges to lower subscript edges in HK .
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Hence no copy of the edge e in HK blocks M ′.
2. If j = i then wtM (l, r) ≤ yl + yr = −2i + 2i = 0. So (l, r) is not a blocking

edge to M . Hence either (l, r) ∈ M or one of l, r prefers its partner in M to
the other, i.e., in HK , either l prefers e′i to ei or r prefers e′′i to ei. So ei does
not block M ′. Furthermore, l prefers e′i to ei+1, . . . , eℓ−1 and r prefers e′′i to
ei−1, ei−2, . . .. Hence no copy of the edge e in HK blocks M ′.

3. Let j ≥ i+1. Since r prefers higher subscript edges to lower subscript edges in
HK , r prefers e′′j to ej−1, ej−2, . . . and similarly, since l prefers lower subscript
edges to higher subscript edges in HK , l prefers e′i to ei+1, . . . , eℓ−1. Since
j ≥ i+ 1, no copy of the edge e in HK blocks M ′.

Thus no edge in HK blocks M ′. Hence M ′ is a stable matching in HK . ⊓⊔

The converse to Lemma 4 also holds: it is easy to check that the proof of
Lemma 1 shows that any stable matching M ′ in HK projects to a popular
(L ∪K)-perfect matching M in G. Thus every stable matching in HK maps to
a popular max-opt-matching in G. Furthermore, Lemma 4 shows this mapping
is surjective.

A compact extended formulation of the popular max-opt-matching polytope
(call it Q) is now easy to formulate. The following constraints from [18] describe
the stable matching polytope of HK = (A ∪B,E′′

K).
For any vertex v ∈ L∪R, let δHK

(v) be the set of edges incident to v in HK .
Let {e′j : e′j ≻v ei} ⊆ δHK

(v) be the set of all edges in E′′
K that v prefers to ei.

∑
e′j : e

′
j≻lei

xe′j
+

∑
e′′j : e

′′
j ≻rei

xe′′j
+ xei ≥ 1 ∀ei = (l, r)i ∈ E′′

K (1)

xei ≥ 0 ∀ei ∈ E′′
K and

∑
ei:ei∈δHK

(v)

xei ≤ 1 ∀v ∈ L ∪R (2)

1. Constraint (1) captures the stability constraint for ei ∈ E′′
K where e = (l, r) ∈

E′′ and i ∈ {−k, . . . , 0, 1, 2, . . . , ℓ− 1}.
2. The constraints in (2) say that x belongs to the matching polytope of HK .

It is easy to check that the simple proof given in [20, Theorem 1] shows that
the above constraints describe the stable matching polytope in a multigraph
(the original proof in [20] holds for graphs but recall that HK is a multigraph).
Thus the formulation of the stable matching polytope of HK [18] along with the
following equations is a compact extended formulation for the polytope Q.

For each edge e = (l, r) ∈ E′′:

– If r ∈ K then include xe = xe−k
+ · · ·+ xeℓ−1

in this formulation.
– If r /∈ K then include xe = xe0 + · · ·+ xeℓ−1

in this formulation.

The above formulation can be computed in time linear in the size of HK . Since
the graphHK can be computed in poly(m,n) time wherem and n are the number
of edges and vertices in G, Theorem 2 stated in Section 1 follows. ⊓⊔
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Appendix

Claim. M is a C-perfect matching in G′ where C = A′ ∪B′.

Proof. Let us partition A = A−t∪A−t+1∪· · ·∪As and B = B−t∪B−t+1∪· · ·∪Bs

where for every edge e = (a, b) ∈ M (so ei ∈ M∗ for some i ∈ {−t, . . . , s}), we
add a to Ai and b to Bi. So every vertex matched in M belongs to Ai or Bi

for some i ∈ {−t, . . . , s}. We add unmatched vertices in A′ to As, unmatched
vertices in B′ to B−t, and unmatched vertices in A \ A′ (resp., B \ B′) to A0

(resp., B0). We will now show the following statements:

1. There is no alternating path with respect to M in G′ with an unmatched
vertex in A′ as one endpoint and a matched vertex in A \ A′ as the other
endpoint.

2. There is no alternating path with respect to M in G′ with an unmatched
vertex in B′ as one endpoint and a matched vertex in B \ B′ as the other
endpoint.

3. There is no augmenting path with respect to M in G′ with an unmatched
vertex in A′ as one endpoint.

4. There is no augmenting path with respect to M in G′ with an unmatched
vertex in B′ as one endpoint.

The above statements imply that all vertices in A′∪B′ have to be matched in
M ; otherwise M⊕N (where N is a matching that matches all in A′∪B′)2 would
contain either (i) an alternating path as given in statement 1 or statement 2 or
(ii) an augmenting path as given in statement 3 or statement 4. The above four
statements say no such alternating/augmenting path exists with respect to M .
Thus M is (A′ ∪B′)-perfect in G′. We first prove statement 1.

Proof of statement 1. Suppose there exists such an alternating path ρ = a0 −
b1 − a1 − b2 − a2 · · · − ak−1 − bk − ak with respect to M in G′, where a0 is an
unmatched vertex in A′ and ak is a matched vertex in A \ A′. So a0 ∈ As and
ak ∈ ∪i≤0Ai.

Recall that in the graph G′
C , vertices in A prefer lower subscript edges to

higher subscript edges and vertices in B prefer higher subscript edges to lower
subscript edges. The vertex a0 prefers to be matched than be unmatched; how-
ever the edge es does not block M ′ where e = (a0, b1). Hence it has to be the
case that b1 is matched along a subscript s edge, i.e., e′s ∈ M ′ where e′ = (a1, b1).
Similarly, the vertex a1 prefers any subscript (s− 1) edge to a subscript s edge,
however the edge e′′(s−1) does not block M ′ where e′′ = (a1, b2). Hence it has to

be the case that b2 is matched along a subscript r ≥ s − 1 edge, i.e., e′′′r is in
M ′ where e′′′ = (a2, b2) and r ≥ s− 1. Continuing this argument, it follows that
for any matching edge ẽ = (ai, bi) on the path ρ, the edge ẽs′ is in M ′ where
s′ ≥ s − i + 1. Thus a subscript s′′ ≥ s − k + 1 copy of edge (ak, bk) is in M ′.

2 Note that G′ admits an (A′ ∪B′)-perfect matching. Any max-utility matching in G
is such a matching.
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Since ak ∈ A≤0, this means s−k+1 ≤ s′′ ≤ 0, i.e., k ≥ s+1. So the alternating
path ρ has at least s+ 1 matched vertices a1, . . . , as+1 that are in the set A.

Observe that a1, . . . , as are all matched along positive subscript edges in M ′.
Since it is only vertices in A′ ⊆ A that have positive subscript edges incident to
them in G′, it follows that these s vertices are in A′. We also have a0 ∈ A′. So
A′ has at least s+ 1 vertices a0, a1, . . . , as, contradicting the fact that |A′| = s.
This proves statement 1.

The proof of statement 2 is analogous to the above proof. We now prove
statement 3.

Proof of statement 3. Suppose there exists an augmenting path ρ = a0−b1−a1−
b2 − a2 · · · − ak−1 − bk − ak − bk+1 with respect to M , where a0 is an unmatched
vertex in A′ and bk+1 is an unmatched vertex in B. So bk+1 ∈ Bj where j = 0
if bk+1 /∈ B′ and bk+1 ∈ B−t otherwise. So bk+1 ∈ B≤0.

Since vertices in A prefer lower subscript edges to higher subscript edges in
G′, this means ak ∈ A≤0. As shown above in the proof of statement 1, this
implies s− k+1 ≤ 0, i.e., k ≥ s+1. So the alternating path ρ has at least s+1
matched vertices a1, . . . , as+1 that are in the set A. Moreover, all of a1, . . . , as
are matched along positive subscript edges in M ′. Since the unmatched vertex
a0 is also in A′, this means |A′| ≥ s+ 1. However this contradicts the fact that
|A′| = s.

The proof of statement 4 is analogous to the above proof. So statements 1-4
hold, thus M is (A′ ∪B′)-perfect. ⊓⊔
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